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What you learned about yesterday

The  California Privacy Rights Act gives consumers rights with regards to the ir data 
in re lation to algorithms and automated decisions systems. 

● Consumers’ right to correct
● Consumers’ right to de le te
● Consumers’ right to know
● Consumers’ right to limit the  use  and disclosure  of sensitive  pe rsonal 

information
● Consumers’ right to opt-out of se lling or sharing of information
● Mechanism of re sponsibility and accountability

The  CPRA gives you, the  CPPA Board, the  power to make  rule s about how to 
implement and enforce  this.1

1 The  California Privacy Rights Act of 2020 , Proposition 24 in the  November 2020 General Election https://thecpra.org/ with specific focus on 
amendments to SEC. 21. Section 1798.185.a.15 and Section 1798.185.a.16 of the  Civil Code .

https://thecpra.org/
https://thecpra.org/1798.185(a)(15)
https://thecpra.org/1798.185(a)(15)
https://thecpra.org/1798.185(a)(15)


California is going in the right direction

The  legislation listed above  is legislation that was categorized as “Comprehensive” on National Confe rence  of State  Legislatures’ list of 2021 
Consumer Data Privacy Legislation. You can learn more  about Our Data Bodies at https://www.odbproject.org/ and about the  Consentful Tech 
framework at https://consentfultech.io. 

https://www.ncsl.org/research/telecommunications-and-information-technology/2021-consumer-data-privacy-legislation.aspx
https://www.odbproject.org/
https://consentfultech.io


Your role in enacting California Privacy Rights Act

Tech is not neutral. 

Your rulemaking will not be  neutral. Choose  to intentionally design your rule s to 
rede ressed historical and current structural racism and push technologies to do the  
same .

● How we  de fine  meaningful information?
● How deep do rights and re sponsibilitie s go?
● How do we  use  automated decision systems for equity and justice?



How we define 
meaningful 
information?



Defining “meaningful information”

Tech is not neutral. 

By de fault, the  information we  give  consumers tends to re inforce  toxic 
individualistic explanations about who is dese rving and who is undese rving. They 
fail at showing structural issues. 

● Model used to make  decisions must be  explained, not just specific data 
points.2, 3 If the  mode l is too complicated to be  explained to the  people  it 
affects, maybe  it shouldn’t be  used. 

● Information that is shared must show the  impact of the  mode l at a community 
leve l, not just an individual de te rmination.

2 Mike  Ananny & Kate  Crawford, “See ing without knowing: Limitations of the  transparency ideal and its application to algorithmic accountability.”
(2016) 
3 Ada Love lace  with AI Now and the  Open Government Partne rship, “Algorithmic accountability for the  public sector.” (March 24, 2021)

http://mike.ananny.org/papers/anannyCrawford_seeingWithoutKnowing_2016.pdf
https://www.adalovelaceinstitute.org/project/algorithmic-accountability-public-sector/




How deep do rights 
and re sponsibilitie s go?



Determining the depth of rights and responsibilities

Tech is not neutral. 

Consumers’ rights and businesses’ re sponsibilitie s must go as deep as possible  –
shallow solutions are  technical fixes. They fail at solving deep, socie tal problems.

● Digital amnesty should be  achievable  all the  way through the  supply chain.
● Audits and assessments are  not enough.5,6,7 De le ting algorithmic systems 

might be  necessary.8

● The  goal of “fixing” or “debiasing” data or tech systems focuses on validating 
the  product and not se rving the  people  who are  impacted.4

4 Julia Powles, ”The  Seductive  Dive rsion of ‘Solving’ Bias in Artificial Inte lligence .” (December 7, 2018)
5 Mona Sloane , “The  Algorithmic Auditing Trap.” (March 17, 2021)
6 Todd Feathe rs, “Why It’s So Hard to Regulate  Algorithms.” (January 4, 2022)
7 Ada Love lace  with AI Now and the  Open Government Partne rship, “Algorithmic accountability for the  public sector.” (March 24, 2021)
8 Kate  Kaye , “The  FTC’s new enforcement weapon spe lls death for algorithms.” (March 14, 2022)

https://onezero.medium.com/the-seductive-diversion-of-solving-bias-in-artificial-intelligence-890df5e5ef53
https://onezero.medium.com/the-algorithmic-auditing-trap-9a6f2d4d461d
https://themarkup.org/news/2022/01/04/why-its-so-hard-to-regulate-algorithms
https://www.adalovelaceinstitute.org/project/algorithmic-accountability-public-sector/
https://www.protocol.com/policy/ftc-algorithm-destroy-data-privacy




How do we use 
automated decision 
systems for equity 
and justice?



Using automated decision systems for equity and justice

Tech is not neutral.

ADSs and decisions where  / when to use  them are  made  by humans and re flect our 
socie ty. Default design leans to the  status quo, which is structural racism. 

● The  purpose  must be  to address and redress historic structural racism.9, 10

● Conside r who bene fits and who is harmed in the  design and deployment 
process, and who bene fits and who is harmed by the  product.11

● Race-aware  algorithms can and do exist without trigge ring disparate  impact 
and affirmative  action legal logics.12

9 Jenny L. Davis, Apryl Williams, Michae l W. Yang, “Algorithmic reparations.” (Octobe r 4, 2021)
10  Automating.nyc (May 2019)
11 Sasha Constanza-Chock, “Design Justice : Community-Led Practices to Build the  Worlds We  Need.” (March 2020)
12 Pauline  Kim, “Race -Aware  Algorithms: Fairness, Nondiscrimination and Affirmative  Action.” (January 26, 2022)

https://journals.sagepub.com/doi/full/10.1177/20539517211044808
https://automating.nyc
https://design-justice.pubpub.org/
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4018414




Does this address and 
redress historical racism?

Who benefits? 
Who is harmed?



Thank you.
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