
 

  
   

    
         

        

 

   

             
   

         

 

           
    

 
         

 
 

Grenda, Rianna@CPPA 

From: Barbara Cosgrove <barbara.cosgrove@workday.com> 
Sent: Wednesday, February 19, 2025 1:08 PM 
To: Regulations@CPPA 
Cc: Chandler C. Morse; Jarrell Cook; Lev Sugarman 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Attachments: Workday_Comments on CCPA Updates, Cyber, Risk, ADMT, and Insurance 

Regulations.pdf 

This Message Is From an External Sender 

WARNING:This email originated from outside of the organization! Do not click links, open attachments, or reply, unless you 
recognize the sender's email. 

Report Suspicious 

Attached please find Workday's comments on the proposed CCPA Updates, Cyber, Risk, ADMT, and 
Insurance Regulations. 

Thank you for the opportunity and please feel free to reach out at any time. 
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Workday Comments on CCPA Updates, 
Cybersecurity Audits, Risk Assessments, 

Automated Decisionmaking Technology (ADMT), 
and Insurance Companies 

February 19, 2025  

Workday appreciates the opportunity to comment on the California Privacy Protection Agency’s proposed 
rulemaking regarding cybersecurity audits, risk assessments, and  automated decisionmaking technology 
(ADMT). Workday is a leading enterprise platform that helps organizations manage their most important 
assets – their people and money. The Workday platform is built with AI at the core to help customers elevate 
people, supercharge work, and move their business forever forward. Workday is used by more than 10,500 
organizations around the world and across industries – from medium-sized businesses to more than 60% 
of the Fortune 500. 

We previously submitted comments on the proposed rulemaking under the CPRA in November 2021, the 
CPPA’s provisions on service providers in August 2022, and the initial proposed rulemaking for 
cybersecurity audits, risk assessments, and automated decision-making draft regulations in March 2023. 
We look forward to working with the Agency as it continues developing rules under the CPRA. 

Please do not hesitate to contact Barbara Cosgrove, Chief Privacy and Digital Trust Officer at 
barbara.cosgrove@workday.com if you have any questions or would like further information.  

Scope of Proposed Regulations 
The agency’s proposed regulations establish rules that cover bias, explainability, and model training, and 
create new opt-out rights. Respectfully, we note that several stakeholders have raised that the breadth of 
these regulations may exceed the Agency’s statutory authority to make rules clarifying the CCPA’s "access 
and opt-out rights" for ADMT. 

The California Legislature is still actively considering legislation that would regulate the use of AI. One of 
the measures introduced this session would establish a comprehensive regulatory scheme that would, at 
least, directly overlap with the Agency’s proposed rules. Given the question of the agency's authority, the 
complexity of these issues, the potential for future conflicting legislation, and the need for harmonization 
with other regulatory efforts, we urge that the agency consider limiting its rulemaking until the Legislature 
can settle these questions. 

Cybersecurity Audits 

Recommendation 1: Streamline reporting and oversight requirements.  

We recommend removing requirements in §7122(i)  for reporting to, obtaining signatures from, and 
presenting audits to the board/governing body, and replacing this requirement with an obligation to involve 
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the senior-most executive in the business who is responsible for oversight of cybersecurity governance. 
Requiring this level of board involvement for a specific cybersecurity audit is generally unnecessary and 
potentially creates an undue burden on boards and organizations. Organizations should have the flexibility 
to determine the appropriate internal accountability structure and designate who has access to audits and 
their results. This allows for a more tailored and effective approach to oversight. 

Recommendation 2: Clarify the scope of cybersecurity audits.

The CPPA should revise the cybersecurity audit regulations to recognize that cybersecurity programs need 
the flexibility to be risk based and the ability to evolve to address future cybersecurity risks. Setting forth 
prescriptive requirements components rather than pointing to existing globally respected industry security 
standards, such as the NIST Cybersecurity Standard or ISO 27001, may cause businesses to redirect 
resources from proactively preventing new cyber threats. It’s also important to note that a cybersecurity 
program potentially requires organizations to use a combination of controls rather than a single control. 
This is particularly important for broad components like "zero-trust architecture," which encompass various 
aspects implemented across multiple individual controls.  

In addition, we recommend amending or removing § 7123(b)(4), which allows for an open-ended audit 
scope. This creates ambiguity and makes audits difficult to manage. Instead, the audit scope should be 
clearly defined and agreed upon by the organization and the auditor through a pre-established audit plan 
in line with best practices for cybersecurity and privacy auditing. This ensures that audits are focused and 
relevant. 

Risk Assessments 
Recommendation 1: Narrow the scope of ADMT risk assessments.  
Workday supports the use of impact and risk assessments for AI technologies. When scoped 
appropriately, they are useful internal tools that help organizations assess risk and identify mitigating 
measures. However, the focus on training ADMT that is” capable of certain uses” in § 7150(b)(4) is overly 
broad, and disconnected from the actual risks of the training process itself.  The current risk assessment 
trigger will likely lead to an unmanageable number of risk assessments and capture information that is not 
useful for businesses or the Agency. Instead, we recommend adopting an approach focusing on 
processing activities that present a high risk to individual rights, considering the nature, scope, context, 
and purposes of the processing. 

 Recommendation 2: Clarify service provider and developer responsibilities with respect to risk 
assessments and audits. 

In § 7050(h), we recommend clarifying the roles with respect to service providers. Requiring “all facts” to 
be provided is an onerous and open-ended obligation on service providers, which is out of step with best 
practices. It will require them to spend time and resources gathering information that the recipient-business 
may already have in its possession. To the extent the  business requires information from external sources 
to complete their audits or risk assessments,we recommend requiring that service providers must assist 
businesses in fulfilling their legal obligations, considering the nature of the processing and the information 
available to the service provider. This obligation would align with other global regulations, such as the 
GDPR. 

We also recommend that § 7153(a) be revised to align with this approach. § 7153(a) requires businesses 
to provide to a recipient-business all facts necessary to conduct its assessment. Instead of requiring 
developers to provide “all” facts, we recommend that the language be revised to read that when a business 
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makes ADMT or AI available for processing activities under  § 7150(b), developers are required to provide 
necessary information and assistance to the recipient-business, taking into account the technology's 
nature and the information available to the service provider. 

Recommendation 3: Revise the annual submission frequency of risk assessments to be a 
consultation when a residual high risk remains that can not be mitigated, as well as a submission 
upon request.  

Requiring annual submissions of risk assessments will lead to an overwhelming number of submissions, 
meaning the Agency will not be able to ascertain which truly pose a high risk to consumers.  We 
recommend shifting the requirement from annual submissions to 1) consultations when a residual high risk 
to individual rights remains that can not be mitigated; and 2) submissions upon request. Annual 
submissions are a significant departure from global  norms without a clear benefit to consumers. This 
change will allow for a more targeted and efficient use of resources by businesses and the Agency. 

Automated Decisionmaking Technology (ADMT) 
Recommendation 1: Clarify key terms and definitions. 

Firstly, we appreciate the use of the term "substantially facilitate" in the definition of ADMT in § 7001(f), as  
the level of influence an AI output has on a decision is a crucial factor in classifying AI as high risk.  
However, we recommend clarifying the following terms in § 7001(f)(2): 

● "key factor" and "primary factor": We would recommend providing definitions, as well as specific
examples to illustrate  the application and meaning of the terms "key factor" and "primary factor" in
the context of AI risk classification. An alternative would be to use the terms “principal basis” or
“controlling factor.”

● "significant decision": In  §7200(a)(1), we recommend limiting the definition of "significant
decision" to the provision or denial of a service, benefit, or opportunity, as "access to" is likely to
capture a wide swath of lower risk applications that are not determinative in making a “significant
decision.”

Recommendation 2: Narrow or remove the training ADMT trigger.  

Training automated decision-making tools (ADMTs) should not be covered by the proposed regulations. 
Model training does not constitute automated decision-making as defined by the statute, as it does not 
involve decisions impacting individual consumers. Specifically, we recommend removing the inclusion of 
training uses of ADMT as a "use of automated decisionmaking technology" in § 7200(a)(3) of the 
Regulations. This inclusion is inconsistent with the definition of automated decisionmaking technology in § 
7001(f), as training ADMT does not "execute a decision, replace human decisionmaking, or substantially 
facilitate human decisionmaking" in a way that impacts consumer privacy and security. 

In addition, training ADMTs also does not pose the same direct consumer risks associated with the 
processing of personal information for decision-making. Risks of consumer harm arise from the use of 
ADMTs to make decisions about them with little or no human intervention, not from the training process 
itself. Any residual privacy risks present in the training process  are sufficiently addressed by existing 
frameworks. Instead, we recommend focusing ADMT requirements on the use of ADMT with respect to 
consumers. 

We also note that clarity is needed around the  framing of “training ADMT” vs “training uses of ADMT.” As 
an example, businesses (deployers) are generally not using ADMT solely for training purposes. However, it 
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seems as though training could capture a business (deployer) using ADMT that continues to learn on the 
business’s own data. Other leading AI frameworks generally do not consider this type of learning as 
training. 
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