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Workday Comments on CCPA Updates,
Cybersecurity Audits, Risk Assessments,
Automated Decisionmaking Technology (ADMT),
and Insurance Companies

February 19, 2025

Workday appreciates the opportunity to comment on the California Privacy Protection Agency’s proposed
rulemaking regarding cybersecurity audits, risk assessments, and automated decisionmaking technology
(ADMT). Workday is a leading enterprise platform that helps organizations manage their most important
assets —their people and money. The Workday platform is built with Al at the core to help customers elevate
people, supercharge work, and move their business forever forward. Workday is used by more than 10,500
organizations around the world and across industries — from medium-sized businesses to more than 60%
of the Fortune 500.

We previously submitted comments on the proposed rulemaking under the CPRA in November 2021, the
CPPA'’s provisions on service providers in August 2022, and the initial proposed rulemaking for
cybersecurity audits, risk assessments, and automated decision-making draft regulations in March 2023.
We look forward to working with the Agency as it continues developing rules under the CPRA.

Please do not hesitate to contact Barbara Cosgrove, Chief Privacy and Digital Trust Officer at
barbara.cosgrove@workday.com if you have any questions or would like further information.

Scope of Proposed Regulations

The agency’s proposed regulations establish rules that cover bias, explainability, and model training, and
create new opt-out rights. Respectfully, we note that several stakeholders have raised that the breadth of
these regulations may exceed the Agency’s statutory authority to make rules clarifying the CCPA’s "access
and opt-out rights" for ADMT.

The California Legislature is still actively considering legislation that would regulate the use of Al. One of
the measures introduced this session would establish a comprehensive regulatory scheme that would, at
least, directly overlap with the Agency’s proposed rules. Given the question of the agency's authority, the
complexity of these issues, the potential for future conflicting legislation, and the need for harmonization
with other regulatory efforts, we urge that the agency consider limiting its rulemaking until the Legislature
can settle these questions.

Cybersecurity Audits

Recommendation 1: Streamline reporting and oversight requirements.

We recommend removing requirements in §7122(i) for reporting to, obtaining signatures from, and
presenting audits to the board/governing body, and replacing this requirement with an obligation to involve
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the senior-most executive in the business who is responsible for oversight of cybersecurity governance.
Requiring this level of board involvement for a specific cybersecurity audit is generally unnecessary and
potentially creates an undue burden on boards and organizations. Organizations should have the flexibility
to determine the appropriate internal accountability structure and designate who has access to audits and
their results. This allows for a more tailored and effective approach to oversight.

Recommendation 2: Clarify the scope of cybersecurity audits.

The CPPA should revise the cybersecurity audit regulations to recognize that cybersecurity programs need
the flexibility to be risk based and the ability to evolve to address future cybersecurity risks. Setting forth
prescriptive requirements components rather than pointing to existing globally respected industry security
standards, such as the NIST Cybersecurity Standard or ISO 27001, may cause businesses to redirect
resources from proactively preventing new cyber threats. It’s also important to note that a cybersecurity
program potentially requires organizations to use a combination of controls rather than a single control.
This is particularly important for broad components like "zero-trust architecture," which encompass various
aspects implemented across multiple individual controls.

In addition, we recommend amending or removing § 7123(b)(4), which allows for an open-ended audit
scope. This creates ambiguity and makes audits difficult to manage. Instead, the audit scope should be
clearly defined and agreed upon by the organization and the auditor through a pre-established audit plan
in line with best practices for cybersecurity and privacy auditing. This ensures that audits are focused and
relevant.

Risk Assessments

Recommendation 1: Narrow the scope of ADMT risk assessments.

Workday supports the use of impact and risk assessments for Al technologies. When scoped
appropriately, they are useful internal tools that help organizations assess risk and identify mitigating
measures. However, the focus on training ADMT that is” capable of certain uses” in § 7150(b)(4) is overly
broad, and disconnected from the actual risks of the training process itself. The current risk assessment
trigger will likely lead to an unmanageable number of risk assessments and capture information that is not
useful for businesses or the Agency. Instead, we recommend adopting an approach focusing on
processing activities that present a high risk to individual rights, considering the nature, scope, context,
and purposes of the processing.

Recommendation 2: Clarify service provider and developer responsibilities with respect to risk
assessments and audits.

In § 7050(h), we recommend clarifying the roles with respect to service providers. Requiring “all facts” to
be provided is an onerous and open-ended obligation on service providers, which is out of step with best
practices. It will require them to spend time and resources gathering information that the recipient-business
may already have in its possession. To the extent the business requires information from external sources
to complete their audits or risk assessments,we recommend requiring that service providers must assist
businesses in fulfilling their legal obligations, considering the nature of the processing and the information
available to the service provider. This obligation would align with other global regulations, such as the
GDPR.

We also recommend that § 7153(a) be revised to align with this approach. § 7153(a) requires businesses
to provide to a recipient-business all facts necessary to conduct its assessment. Instead of requiring
developers to provide “all” facts, we recommend that the language be revised to read that when a business
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makes ADMT or Al available for processing activities under § 7150(b), developers are required to provide
necessary information and assistance to the recipient-business, taking into account the technology's
nature and the information available to the service provider.

Recommendation 3: Revise the annual submission frequency of risk assessments to be a
consultation when a residual high risk remains that can not be mitigated, as well as a submission
upon request.

Requiring annual submissions of risk assessments will lead to an overwhelming number of submissions,
meaning the Agency will not be able to ascertain which truly pose a high risk to consumers. We
recommend shifting the requirement from annual submissions to 1) consultations when a residual high risk
to individual rights remains that can not be mitigated; and 2) submissions upon request. Annual
submissions are a significant departure from global norms without a clear benefit to consumers. This
change will allow for a more targeted and efficient use of resources by businesses and the Agency.

Automated Decisionmaking Technology (ADMT)

Recommendation 1: Clarify key terms and definitions.

Firstly, we appreciate the use of the term "substantially facilitate" in the definition of ADMT in § 7001(f), as
the level of influence an Al output has on a decision is a crucial factor in classifying Al as high risk.
However, we recommend clarifying the following terms in § 7001(f)(2):

e '"key factor" and "primary factor": We would recommend providing definitions, as well as specific
examples toillustrate the application and meaning of the terms "key factor" and "primary factor" in
the context of Al risk classification. An alternative would be to use the terms “principal basis” or
“controlling factor.”

e "significant decision": In §7200(a)(1), we recommend limiting the definition of "significant
decision" to the provision or denial of a service, benefit, or opportunity, as "access to" is likely to
capture a wide swath of lower risk applications that are not determinative in making a “significant
decision.”

Recommendation 2: Narrow or remove the training ADMT trigger.

Training automated decision-making tools (ADMTs) should not be covered by the proposed regulations.
Model training does not constitute automated decision-making as defined by the statute, as it does not
involve decisions impacting individual consumers. Specifically, we recommend removing the inclusion of
training uses of ADMT as a "use of automated decisionmaking technology" in § 7200(a)(3) of the
Regulations. This inclusion is inconsistent with the definition of automated decisionmaking technology in §
7001(f), as training ADMT does not "execute a decision, replace human decisionmaking, or substantially
facilitate human decisionmaking" in a way that impacts consumer privacy and security.

In addition, training ADMTs also does not pose the same direct consumer risks associated with the
processing of personal information for decision-making. Risks of consumer harm arise from the use of
ADMTSs to make decisions about them with little or no human intervention, not from the training process
itself. Any residual privacy risks present in the training process are sufficiently addressed by existing
frameworks. Instead, we recommend focusing ADMT requirements on the use of ADMT with respect to
consumers.

We also note that clarity is needed around the framing of “training ADMT” vs “training uses of ADMT.” As
an example, businesses (deployers) are generally not using ADMT solely for training purposes. However, it
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seems as though training could capture a business (deployer) using ADMT that continues to learn on the
business’s own data. Other leading Al frameworks generally do not consider this type of learning as
training.
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Hello-

Zoomlinfo would like to submit the attached comments for the proposed rulemaking on CCPA Updates, Cybersecurity
Audits, Risk Assessments, Automated Decisionmaking Technology (ADMT), and Insurance Companies. Please don't
hesitate to reach out with any questions.

Thank you -

Lindsey

Lindsey Stewart (she/her/hers), CIPP/US
Director, Government and Regulatory Affairs
M:

E: lindsey.stewart@zoominfo.com

zoominfo.com




-, . 805 Broadway St, Suite 900 866.904.9666
zoominfo vancouver, WA 98660 zoominfo.com
February 19, 2025

California Privacy Protection Agency
915 Capitol Mall, Suite 350A
Sacramento, CA 95814

Dear California Privacy Protection Agency,

Zoomlinfo is a software and data company that provides information for
business-to-business sales, recruiting, and marketing. We support consumer privacy
richts and believe that, in large part due to the work of this Agency, we are on the
path to developing a healthy privacy framework for the State of California (and
beyond).

We are grateful for the opportunity to submit the following comments as part of the
rulemaking process for the California Consumer Privacy Act {CCPA):

1. Automated Decision Making Tool Definition

We believe the 'Automated decisionmaking technology' (ADMT) definition requires
additional clarification. The current definition states that ADMT must either replace or
“substantially facilitate human decision making.” “Substantially facilitate” means using
the technology's output as a “key factor” in decision making. We would respectfully
ask that the Agency further clarify this definition to help minimize differing or
inconsistent interpretations and to align with established causation analyses.

Specifically, we recommend that the Agency further clarify the definition of ADMT to
align with existing California jurisprudence’ by amending the ADMT definition to read:
“must either replace or substamtiatyfacititate constitute a substantial factor in
human decision making”

Under the proposed language, an ADMT would be a "substantial factor” only when the
human decision-maker would not have made a decision on grounds independent of
the ADMT's output. Consider a company's employee promotion system where an
ADMT analyzes historical performance data and flags employees for potential
promotion. If a manager relies entirely on the ADMT's recommendation, or only
verifies basic eligibility (e.g., whether the employee is full-time and not on leave), the
ADMT is a substantial factor since employment status alone cannot justify a

" Courts in California use a "substantial factor” analysis in determining protected class and
discrimination cases (e.g., whether someone's protected speech was a "substantial factor” in
their employer's decision to demote them). Ultimately, courts seek to determine if a decision
would have been made absent the protected activity/characteristic (Soranno's Gasco, Inc. v
Morgan, 874 F.2d 1310 (9th Cir. 1289)).
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promotion. However, if the manager conducts their own comprehensive evaluation -
reviewing performance metrics, conducting interviews, and checking references -
alongside the ADMT's recommendation, the ADMT is not a substantial factor since the
manager relied on adequate independent evidence to support their decision.

The proposed change would align the regulations with existing state and federal
jurisprudence, where courts have developed a framework for the substantial factor
analysis. Applying the “substantial factor” test, as opposed to novel {but potentially
related) concepts like “substantial facilitation”™ and “key factor,” would help
businesses understand and comply with the regulations, and would aid courts in
applying regulations consistently.

2. Significant Decision Making

The rules appropriately establish heightened requirements for "significant decisions.”
The current definition of a "significant decision” covers decisions "using
information...that results in decess fo, or the provision or denial of .employment or
independent contracting opportunities/compensation, specifically: hiring!" Instead, we
recommend the language be amended to read: "'Significant cecision' means a
decision...that results in aeeess—+teo gselection for, or the provision or denial
of..employment or independent contracting opportunities or compensation.”

The term "access to" employment opportunities is very broad and could inadvertently
weaken regulatory oversight by covering technologies that pose minimal privacy or
discrimination risks, such as security programs or preliminary recruitment tools like
automated interview schedulers and informational chatbots. For example, an
automated security program that ensures malicious bots cannot access a website’s
job board may inadvertently prevent a human from accessing the webpage. While the
security program makes a decision that results in the loss of access to a potential
employment opportunity, this is not the kind of “significant decision” that poses
material discrimination or privacy risks to individuals.

Replacing “access to” with "selection for" employment would strengthen consumer
protections by focusing regulatory scrutiny and compliance resocurces on automated
systems that materially affect employment outcomes. This targeted approach ensures
more effective oversight of high-stakes decisions that could potentially discriminate
against job seekers, while allowing beneficial tools that facilitate the application
process to remain accessible to consumers.

3. Risk Assessments

Under the proposed rules, another jurisdiction's risk assessment would be compliant
in California only if it could “meet all requirements” of the CCPA, CPRA and
corresponding CPPA rules.
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Although California is rightfully protective of consumer privacy, several other states
with similar privacy-forward regimes, including Maryland, have adopted a more
adaptable approach to the interoperability of risk assessments. These states accept
risk assessments from other jurisdictions that are "reasonably similar in scope and
effect” to their own requirements. Colorado's rules elaborate on this standard by
explaining that comparahle assessmeants should address similar processing oparations
that present similar risks of harm to consumers.?

This approach allows risk assessments to be used across certain states while also
ensuring that if they don’t substantively meet CA’'s requirements, they wouldn’t be
permissible.

Thank you for your consideration. Please feel free to contact me if you have any
guestions.

Sincerely,

Kristin Malone

Deputy General Counsel and Head of Privacy & Regulatory Matters
Zoominfo

kristin.malone@zoominfo.com
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Catbagan, Christian@cppa

From: a.f. shayne <noreply@adv.actionnetwork.org>

Sent: Thursday, February 6, 2025 9:29 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations
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you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

a.f. shayne
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From: Abbie Bernstein <noreply@adv.actionnetwork.org>

Sent: Friday, February 7, 2025 1:22 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Abbie Bernstein



To: Regulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations
Date: Tuesday, January 7, 2025 2:23:01 PM
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unless you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians’ safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Abby Bogomolny






From: Abigayle Weitl

To: A
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 12:45:09 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Abigayle Weitl







From: Adriana Guerrero

To: I
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 11:34:46 AM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Adriana Guerrero







Regulations@CPPA

From: Adrianne Micco <noreply@adv.actionnetwork.org>

Sent: Tuesday, January 7, 2025 11:42 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Adrianne Micco



From:

To: Regulations@CPPA
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations
Date: Tuesday, January 14, 2025 11:49:53 PM
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unless you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians’ safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Aishya Morgan-Creed






From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 6:20:05 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Aixa Fielder







From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 4:34:04 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Ad cho







From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Saturday, January 11, 2025 3:41:11 PM
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unless you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians’ safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Alaina Petlewski






From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 3:27:55 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Alana Patris Loyer







Catbagan, Christian@cppa

From: Alena Smith <noreply@adv.actionnetwork.org>

Sent: Thursday, February 6, 2025 10:53 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Alena Smith



From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 3:42:36 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Alexa Campos






Catbagan, Christian@cppa

From: Alexander Birrer <noreply@adv.actionnetwork.org>

Sent: Thursday, February 6, 2025 9:08 PM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Alexander Birrer



Catbagan, Christian@cppa

From: Alexander Fierro-Clarke <noreply@adv.actionnetwork.org>

Sent: Thursday, February 6, 2025 11:32 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Alexander Fierro-Clarke



From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 11:59:45 AM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Alexandra Crisafulli







Catbagan, Christian@cppa

From: Alexandra Solodkaya <noreply@adv.actionnetwork.org>

Sent: Sunday, February 16, 2025 8:28 PM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an External Sender

WARNING:This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Alexandra Solodkaya



From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 9:13:26 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Alexei Folger







Catbagan, Christian@cppa

From: Alexistori Gonzalez <noreply@adv.actionnetwork.org>

Sent: Sunday, February 16, 2025 2:39 PM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an External Sender

WARNING:This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Alexistori Gonzalez



Catbagan, Christian@cppa

From: Alfredo Ruvalcaba <noreply@adv.actionnetwork.org>

Sent: Sunday, February 9, 2025 10:33 PM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Alfredo Ruvalcaba



From: _
To: Regulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations
Date: Tuesday, January 7, 2025 2:25:18 PM

This Message Is From an Untrusted Sender
Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply,

unless you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians’ safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Alissa Liu






To: Regulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations
Date: Wednesday, January 15, 2025 3:48:54 AM

This Message Is From an Untrusted Sender
Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply,

unless you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians’ safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Allan Campbell






Catbagan, Christian@cppa

From: Allison Senk <noreply@adv.actionnetwork.org>

Sent: Thursday, February 6, 2025 9:25 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Allison Senk



From: Alyssa Melloway <noreply@adv.actionnetwork.org>

Sent: Monday, January 27, 2025 7:41 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Alyssa Melloway



To: Regulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations
Date: Thursday, January 16, 2025 9:25:49 AM

This Message Is From an Untrusted Sender
Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply,

unless you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians’ safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Amber Wheat






From: Ambroge R

To: I
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 11:57:56 AM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Ambrose R







Regulations@CPPA

From: Amy Jackson <noreply@adv.actionnetwork.org>

Sent: Tuesday, January 7, 2025 12:55 PM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

Dear Law makers,

We are at a pivotal point in history with an amazing technology becoming available. This tech
needs VERY STRONG safeguards to ensure human knowledge and empathy are in full
control and there is a very clear OFF button!!!! | strongly urge the CPPA to adopt its proposed
regulations for businesses using automated decisionmaking technologies that would protect

Californians' safety, privacy, and informed consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Amy Jackson






Catbagan, Christian@cppa

From: Andrea Lewin <noreply@adv.actionnetwork.org>

Sent: Thursday, February 6, 2025 2:11 PM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Andrea Lewin



From: Andrea Tuttrup

To: I
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 1:30:27 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Andrea Tuttrup







To: Regulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations
Date: Thursday, January 9, 2025 6:12:42 PM

This Message Is From an Untrusted Sender
Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply,

unless you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians’ safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Angela Gardner






From: Angela Vanthaneeyakul

To: I
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 11:51:53 AM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Angela Vanthaneeyakul







Catbagan, Christian@cppa

From: Angie Flores <noreply@adv.actionnetwork.org>

Sent: Thursday, February 6, 2025 12:44 PM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Angie Flores



Catbagan, Christian@cppa

From: Anime Rakurai <noreply@adv.actionnetwork.org>

Sent: Thursday, February 13, 2025 1:40 PM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an External Sender

WARNING:This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Anime Rakurai



Regulations@CPPA

From: Ann Bein

Sent: Tuesday, January 7, 2025 12:12 PM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an External Sender

WARNING:This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Ann Bein



From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 4:22:13 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Ann Dorsey







From: Ann Jeffryes

To: I
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 11:34:17 AM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Ann Jeffryes






From: Ann Kindfield

To: I
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 11:35:19 AM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Ann Kindfield







From: Ann Wasgatt

To: I
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 2:19:31 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Ann Wasgatt







From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 9:55:47 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Anne Corrigan







From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 3:02:11 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Anne M. Van Alstyne







To: Regulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations
Date: Tuesday, January 7, 2025 3:05:52 PM

This Message Is From an Untrusted Sender
Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply,

unless you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians’ safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Annika Hettmann






Catbagan, Christian@cppa

From: Anthony Jammal <noreply@adv.actionnetwork.org>

Sent: Thursday, February 6, 2025 9:22 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Anthony Jammal



Catbagan, Christian@cppa

From: Arthur Morel <noreply@adv.actionnetwork.org>

Sent: Friday, February 7, 2025 12:44 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Arthur Morel



From: Asad Abidi_

Date: Tuesday, January 7, 2025 at 11:58 AM
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.



Asad Abidi



Catbagan, Christian@cppa

From: Ashley Arabian <noreply@adv.actionnetwork.org>

Sent: Thursday, February 6, 2025 5:27 PM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Ashley Arabian



From: Audrey Beal

To: I
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 1:13:51 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Audrey Beal






From: audrey feist lareay

To: I
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 12:12:30 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

audrey feist lareau







Regulations@CPPA

From: Jennifer M Urban

Sent: Tuesday, January 7, 2025 2:06 PM

To: Reqgulations@CPPA

Subject: FW: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an External Sender

WARNING:This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

From: Axel Meier
Reply-To:
Date: Tuesday, January 7, 2025 at 1:22 PM
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians’ safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

[uy



Axel Meier



From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 8:20:05 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Ayaan Khan







Catbagan, Christian@cppa

From: BARBARA TOUPADAKIS <

Sent: Thursday, February 6, 2025 2:44 PM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

BARBARA TOUPADAKIS



From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 6:50:24 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Ben Brucker







From: Betty Kissilove

To: I
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 12:36:38 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Betty Kissilove







From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 7:08:13 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Bilal Shaikh






Catbagan, Christian@cppa

From: Birgit Hermann <noreply@adv.actionnetwork.org>

Sent: Thursday, February 6, 2025 9:28 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Birgit Hermann



From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 3:28:17 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

blair sandler







From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Sunday, January 12, 2025 3:06:26 PM

This Message Is From an Untrusted Sender
Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply,

unless you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians’ safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Blake Viola






From: Bret Smith

To: I
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 11:31:59 AM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Bret Smith






From: Brian Hofer

To: I
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 12:49:23 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Brian Hofer







From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 5:00:15 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Brian Patenia







Regulations@CPPA

From: Brian Still <noreply@adv.actionnetwork.org>

Sent: Tuesday, January 7, 2025 11:57 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Brian Still



Regulations@CPPA

From: brittany mccarthy <noreply@adv.actionnetwork.org>

Sent: Thursday, February 6, 2025 9:08 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

brittany mccarthy



Catbagan, Christian@cppa

Sent: Thursday, February 6, 2025 1:41 PM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Bruce Hahne



Regulations@CPPA

From: Bryne Rasmussen <noreply@adv.actionnetwork.org>

Sent: Thursday, February 6, 2025 8:47 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender
Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Don't let the tech bro oligarchy write our future. Hold the line for humanity!

Bryne Rasmussen



Regulations@CPPA

From: Caephren McKenna <noreply@adv.actionnetwork.org>

Sent: Tuesday, January 7, 2025 1:28 PM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Caephren McKenna



To: Regulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations
Date: Wednesday, January 8, 2025 11:46:24 AM

This Message Is From an Untrusted Sender
Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply,
unless you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians’ safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Cara Lamdry






From: Carina Chadwick

To: I
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 11:31:38 AM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Carina Chadwick







Regulations@CPPA

From: Carl Stein <noreply@adv.actionnetwork.org>

Sent: Tuesday, January 7, 2025 11:53 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Carl Stein



From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 6:23:35 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Carla Holguin







From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Wednesday, January 8, 2025 12:16:00 AM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Carlos Arnold







From: Carlos Nunez
Reply-To:
Date: Tuesday, January 7, 2025 at 12:18 PM

To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.



Carlos Nunez



From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 12:48:25 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Carol Cook







From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Friday, January 10, 2025 3:00:19 AM

This Message Is From an Untrusted Sender
Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply,

unless you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians’ safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Carolyn Lilly






From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Wednesday, January 8, 2025 7:52:55 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Casandra Kelly







Catbagan, Christian@cppa

From: Chan Taylor <noreply@adyv.actionnetwork.org>

Sent: Saturday, February 8, 2025 8:56 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Chan Taylor



From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Wednesday, January 8, 2025 8:02:22 AM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Charlene Foster







Regulations@CPPA

From: Charles Abele _t>

Sent: Tuesday, January 7, 2025 11:34 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Charles Abele




Regulations@CPPA

From: Charles Alger <noreply@adv.actionnetwork.org>

Sent: Thursday, February 6, 2025 8:37 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Charles Alger



Regulations@CPPA

From: Charles Fletcher

Sent: Thursday, February 6, 2025 8:39 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Charles Fletcher



From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 3:10:53 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Charles Saucer







Regulations@CPPA

From: Chelsea Hall <noreply@adv.actionnetwork.org>

Sent: Tuesday, January 7, 2025 12:41 PM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Chelsea Hall



Regulations@CPPA

From: Chen Gu <noreply@adv.actionnetwork.org>

Sent: Thursday, February 6, 2025 8:39 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Chen Gu



To: Regulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations
Date: Tuesday, January 7, 2025 2:59:50 PM

This Message Is From an Untrusted Sender
Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply,

unless you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians’ safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

cheryl kozanitas






From: Chris Weigert

To: I
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 11:34:24 AM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms (a.k.a. "automated bias engines") increasingly influence our
housing, education, employment, and basic freedoms. These rules should reflect the needs of
everyday people to be protected from discrimination and data scraping, not Big Tech's
appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Chris Weigert







From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 3:00:29 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Christine Gonzalez







From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Monday, January 13, 2025 2:16:29 PM

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply,
unless you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Christopher Anderson






From: CHRISTOPHER FARMER

To: I
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 11:34:39 AM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

CHRISTOPHER FARMER







From: _
To: Regulations@CPPA

Subject: Protect Californians and Adopt the Robust Proposed Rules — Public Comment on CCPA Updates, Cyber, Risk,
ADMT, and Insurance Regulations
Date: Tuesday, January 14, 2025 9:26:09 AM

This Message Is From an Untrusted Sender
Warning: This email originated from outside of the organization! Do not click links, open attachments, or
reply, unless you recognize the sender's email.

Report Suspicious

Tuesday, January 14, 2025

California Privacy Protection Agency

Attn: Legal Division — Regulations Public Comment
2101 Arena Bivd.

Sacramento, CA 95834

Subject: Protect Californians and Adopt the Robust Proposed Rules -- Public
Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

To the California Privacy Protection Agency Board Chair Jennifer M. Urban and
Board Members:

| strongly urge the California Privacy Protection Agency (CPPA) to adopt its proposed
regulations for businesses using automated decision-making technologies that would
protect Californians' safety, privacy, and informed consent.

These commonsense rules are a vital intervention for consumer protection and
human rights as unaccountable algorithms increasingly influence our housing,
education, employment, and basic freedoms. These rules should reflect the needs of
everyday people to be protected from discrimination and data scraping, not Big
Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability,
and adopt the amended regulations.

Thank you for your consideration of my comments. Please do NOT add my name to
your mailing list. | will learn about future developments on this issue from other
sources.

Sincerely,

Christoiher Lish



Catbagan, Christian@cppa

From: Cindy Brillhart-True <noreply@adv.actionnetwork.org>

Sent: Thursday, February 6, 2025 1:02 PM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Cindy Brillhart-True



Regulations@CPPA

From: Cipra Nemeth <noreply@adv.actionnetwork.org>

Sent: Tuesday, January 7, 2025 11:31 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Cipra Nemeth



Regulations@CPPA

From: Ciro Amador <noreply@adv.actionnetwork.org>

Sent: Thursday, February 6, 2025 8:35 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Ciro Amador



Catbagan, Christian@cppa

From: Clarissa McLaughlin <noreply@adv.actionnetwork.org>

Sent: Thursday, February 6, 2025 2:34 PM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

My name is Clarissa and I'm a California resident. | strongly urge the CPPA to adopt its
proposed regulations for businesses using automated decisionmaking technologies that

would protect Californians' safety, privacy, and informed consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Clarissa McLaughlin



From: —
To: Regulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations
Date: Sunday, January 19, 2025 1:22:32 PM

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply,
unless you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians’ safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Cliff Carter






Catbagan, Christian@cppa

From: Connor Steinman <noreply@adv.actionnetwork.org>

Sent: Saturday, February 15, 2025 3:13 PM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an External Sender

WARNING:This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Connor Steinman



Catbagan, Christian@cppa

From: Cristina Carrillo <noreply@adv.actionnetwork.org>

Sent: Thursday, February 6, 2025 2:03 PM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Cristina Carrillo



From: _
To: Regulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations
Date: Thursday, January 9, 2025 4:36:19 PM

This Message Is From an Untrusted Sender
Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply,

unless you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

I'm tired of being surveilled everywhere | go - for no reason whatsoever! | strongly urge the
CPPA to adopt its proposed regulations for businesses using automated decisionmaking
technologies that would protect Californians' safety, privacy, and informed consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

cw curtis






Catbagan, Christian@cppa

From: Dale Dombkowski — >

Sent: Thursday, February 6, 2025 10:06 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Dale Dombkowski



Regulations@CPPA

From: Dale Haas <noreply@adv.actionnetwork.org>

Sent: Thursday, February 6, 2025 8:37 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Dale Haas



From: Damon Brown

To: I
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 11:34:19 AM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Damon Brown







From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 2:28:57 PM

CPPA Chair Jennifer Urban,

We are in a new era, and our laws and regulations must immediately catch up to reflect this. |
strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Dan Duncan






From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Wednesday, January 8, 2025 8:37:36 AM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Dan Kletter







Catbagan, Christian@cppa

From: Dana Davis

Sent: Saturday, February 8, 2025 8:17 PM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Dana Davis

H |



Catbagan, Christian@cppa

From: Daniel O'Brien <noreply@adv.actionnetwork.org>

Sent: Thursday, February 6, 2025 12:16 PM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| STRONGLY urge the CPPA to ADOPT its proposed regulations for businesses using
automated decisionmaking technologies that would PROTECT Californians' safety, privacy,

and informed consent.

These COMMON SENSE sense rules are a VITAL intervention for consumer protection AND
human rights as unaccountable algorithms increasingly influence our housing, education,
employment, and basic freedoms. These rules SHOULD reflect the needs of everyday people
to be PROTECTED from discrimination and data scraping, NOT Big Tech's appetite for

profiting from our personal info.

PLEASE STAND STRONG, DEFEND our rights to algorithmic transparency and

accountability, AND adopt the amended regulations.
Thank you!

Mr. Daniel O'Brien



1898 Montecito Circle
Pleasanton, California 94566



Catbagan, Christian@cppa

From: Danielle Hollenbeck <noreply@adv.actionnetwork.org>

Sent: Thursday, February 6, 2025 10:31 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Danielle Hollenbeck



Catbagan, Christian@cppa

From: Dave Elmore

Sent: Thursday, February 6, 2025 7:16 PM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Dave Elmore



From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 3:20:11 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

WE DO NOT TRUST Al TO UNDERSTAND SCTUAL HUMAN NEEDS AND DESIRES.
SEVERELY RESTRICT THE USE OF Al.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

David and Susan Link







To: Regulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations
Date: Saturday, January 11, 2025 3:25:29 PM

This Message Is From an Untrusted Sender
Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply,

unless you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians’ safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

David Cotner






Catbagan, Christian@cppa

From: David Gamache <noreply@adv.actionnetwork.org>

Sent: Friday, February 7, 2025 9:58 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

David Gamache



From: David Greening

To: I
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 11:39:41 AM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

David Greening







Catbagan, Christian@cppa

From: David Lyons <noreply@adv.actionnetwork.org>

Sent: Friday, February 7, 2025 6:21 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

David Lyons



Catbagan, Christian@cppa

From: Deborah Jordan

Sent: Thursday, February 6, 2025 11:11 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Deborah Jordan



To: Regulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations
Date: Sunday, January 19, 2025 4:12:37 PM

This Message Is From an Untrusted Sender
Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply,

unless you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians’ safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Delinke Freed






Catbagan, Christian@cppa

From: Dempsey Garcia <noreply@adv.actionnetwork.org>

Sent: Thursday, February 6, 2025 9:46 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Dempsey Garcia



From: Derek Fung

To: I
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 12:04:05 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Derek Fung







From: Diana Kliche

To: A
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 11:43:25 AM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Diana Kliche







Catbagan, Christian@cppa

From: Diana North <noreply@adv.actionnetwork.org>

Sent: Tuesday, February 11, 2025 1:20 PM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an External Sender

WARNING:This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Diana North



To: Regulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations
Date: Wednesday, January 8, 2025 5:28:35 PM

This Message Is From an Untrusted Sender
Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply,

unless you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians’ safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Dianne Sharp






From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 5:26:42 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Dominic DiMaio







From: Donna Tate

To: I
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 1:39:45 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Donna Tate







Regulations@CPPA

From: Doreen McCammon

Sent: Tuesday, January 7, 2025 11:39 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Doreen McCammon




From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 7:49:04 PM

CPPA Chair Jennifer Urban,

As a very concerned California resident, taxpayer and voter, | most strongly urge the CPPA to
adopt its proposed regulations for businesses using automated decisionmaking technologies
that would protect Californians' safety, privacy, and informed consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Dr. Mha Atma Khalsa







From: Dudley and Candace Campbell

Reply-To:

Date: Tuesday, January 7, 2025 at 11:35 AM

To:

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.



Dudley and Candace Campbell



Catbagan, Christian@cppa

From: E W <noreply@adv.actionnetwork.org>

Sent: Thursday, February 6, 2025 10:41 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

m



Regulations@CPPA

From: Ean Murphy <noreply@adv.actionnetwork.org>

Sent: Thursday, February 6, 2025 8:45 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Ean Murphy



Regulations@CPPA

From: Eduardo Barrientos <noreply@adv.actionnetwork.org>

Sent: Tuesday, January 7, 2025 12:14 PM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Eduardo Barrientos



From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 4:51:22 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.







To: Regulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations
Date: Monday, January 20, 2025 6:02:14 PM

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply,
unless you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians’ safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Elaine Edell






From: Elijah Furney

To: I
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 2:15:29 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Elijah Furney







From: _
To: Regulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations
Date: Sunday, January 12, 2025 8:16:13 AM

This Message Is From an Untrusted Sender
Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply,

unless you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians’ safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Elijah L.






From:
To:
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations

Date: Tuesday, January 7, 2025 2:11:13 PM

CPPA Chair Jennifer Urban,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Califomians' safety, privacy, and informed
consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and
adopt the amended regulations.

Elijah Remo-Lang







Regulations@CPPA

From: Elizabeth Gottlieb <noreply@adv.actionnetwork.org>

Sent: Thursday, February 6, 2025 9:08 AM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Elizabeth Gottlieb



Regulations@CPPA

From: Elizabeth Hedrick <noreply@adv.actionnetwork.org>

Sent: Tuesday, January 7, 2025 12:25 PM

To: Reqgulations@CPPA

Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance
Regulations

This Message Is From an Untrusted Sender

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless
you recognize the sender's email.

Report Suspicious

CPPA CPPA CPPA,

| strongly urge the CPPA to adopt its proposed regulations for businesses using automated
decisionmaking technologies that would protect Californians' safety, privacy, and informed

consent.

These common sense rules are a vital intervention for consumer protection and human rights
as unaccountable algorithms increasingly influence our housing, education, employment, and
basic freedoms. These rules should reflect the needs of everyday people to be protected from

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info.

Please stand strong, defend our rights to algorithmic transparency and accountability, and

adopt the amended regulations.

Elizabeth Hedrick
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	From: Barbara Cosgrove <> 
	barbara.cosgrove@workday.com
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	To: Regulations@CPPA 
	Cc: Chandler C. Morse; Jarrell Cook; Lev Sugarman 
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	Workday appreciates the opportunity to comment on the California Privacy Protection Agency’s proposed rulemaking regarding cybersecurity audits, risk assessments, and  automated decisionmaking technology (ADMT).  is a leading enterprise platform that helps organizations manage their most important assets – their people and money. The Workday platform is built with AI at the core to help customers elevate people, supercharge work, and move their business forever forward. Workday is used by more than 10,500 o
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	We previously submitted comments on the proposed rulemaking under the CPRA in , the CPPA’s provisions on service providers in , and the initial proposed rulemaking for cybersecurity audits, risk assessments, and automated decision-making draft regulations in . We look forward to working with the Agency as it continues developing rules under the CPRA. 
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	Please do not hesitate to contact Barbara Cosgrove, Chief Privacy and Digital Trust Officer at  if you have any questions or would like further information.  
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	barbara.cosgrove@workday.com



	Scope of Proposed Regulations 
	Scope of Proposed Regulations 
	The agency’s proposed regulations establish rules that cover bias, explainability, and model training, and create new opt-out rights. Respectfully, we note that several stakeholders have raised that the breadth of these regulations may exceed the Agency’s statutory authority to make rules clarifying the CCPA’s "access and opt-out rights" for ADMT. 
	The California Legislature is still actively considering legislation that would regulate the use of AI. One of the measures introduced this session would establish a comprehensive regulatory scheme that would, at least, directly overlap with the Agency’s proposed rules. Given the question of the agency's authority, the complexity of these issues, the potential for future conﬂicting legislation, and the need for harmonization with other regulatory efforts, we urge that the agency consider limiting its rulema

	Cybersecurity Audits 
	Cybersecurity Audits 
	Recommendation 1: Streamline reporting and oversight requirements.  
	We recommend removing requirements in §7122(i)  for reporting to, obtaining signatures from, and presenting audits to the board/governing body, and replacing this requirement with an obligation to involve 
	the senior-most executive in the business who is responsible for oversight of cybersecurity governance. Requiring this level of board involvement for a speciﬁc cybersecurity audit is generally unnecessary and potentially creates an undue burden on boards and organizations. Organizations should have the ﬂexibility to determine the appropriate internal accountability structure and designate who has access to audits and their results. This allows for a more tailored and effective approach to oversight. 
	Recommendation 2: Clarify the scope of cybersecurity audits.
	The CPPA should revise the cybersecurity audit regulations to recognize that cybersecurity programs need the ﬂexibility to be risk based and the ability to evolve to address future cybersecurity risks. Setting forth prescriptive requirements components rather than pointing to existing globally respected industry security standards, such as the NIST Cybersecurity Standard or ISO 27001, may cause businesses to redirect resources from proactively preventing new cyber threats. It’s also important to note that a
	In addition, we recommend amending or removing § 7123(b)(4), which allows for an open-ended audit scope. This creates ambiguity and makes audits difficult to manage. Instead, the audit scope should beclearly deﬁned and agreed upon by the organization and the auditor through a pre-established audit plan in line with best practices for cybersecurity and privacy auditing. This ensures that audits are focused and relevant. 

	Risk Assessments 
	Risk Assessments 
	Recommendation 1: Narrow the scope of ADMT risk assessments.  
	Workday supports the use of impact and risk assessments for AI technologies. When scoped appropriately, they are useful internal tools that help organizations assess risk and identify mitigating measures. However, the focus on training ADMT that is” capable of certain uses” in § 7150(b)(4) is overly broad, and disconnected from the actual risks of the training process itself.  The current risk assessment trigger will likely lead to an unmanageable number of risk assessments and capture information that is n
	 Recommendation 2: Clarify service provider and developer responsibilities with respect to risk assessments and audits. 
	In § 7050(h), we recommend clarifying the roles with respect to service providers. Requiring “all facts” to be provided is an onerous and open-ended obligation on service providers, which is out of step with best practices. It will require them to spend time and resources gathering information that the recipient-business may already have in its possession. To the extent the  business requires information from external sources to complete their audits or risk assessments,we recommend requiring that service p
	We also recommend that § 7153(a) be revised to align with this approach. § 7153(a) requires businesses to provide to a recipient-business all facts necessary to conduct its assessment. Instead of requiring developers to provide “all” facts, we recommend that the language be revised to read that when a business 
	We also recommend that § 7153(a) be revised to align with this approach. § 7153(a) requires businesses to provide to a recipient-business all facts necessary to conduct its assessment. Instead of requiring developers to provide “all” facts, we recommend that the language be revised to read that when a business 
	makes ADMT or AI available for processing activities under  § 7150(b), developers are required to provide necessary information and assistance to the recipient-business, taking into account the technology's nature and the information available to the service provider. 

	Figure
	Recommendation 3: Revise the annual submission frequency of risk assessments to be a consultation when a residual high risk remains that can not be mitigated, as well as a submission upon request.  
	Requiring annual submissions of risk assessments will lead to an overwhelming number of submissions, meaning the Agency will not be able to ascertain which truly pose a high risk to consumers.  We recommend shifting the requirement from annual submissions to 1) consultations when a residual high risk to individual rights remains that can not be mitigated; and 2) submissions upon request. Annual submissions are a signiﬁcant departure from global  norms without a clear beneﬁt to consumers. This change will al

	Automated Decisionmaking Technology (ADMT) 
	Automated Decisionmaking Technology (ADMT) 
	Recommendation 1: Clarify key terms and deﬁnitions. 
	Firstly, we appreciate the use of the term "substantially facilitate" in the deﬁnition of ADMT in § 7001(f), as  the level of inﬂuence an AI output has on a decision is a crucial factor in classifying AI as high risk.  However, we recommend clarifying the following terms in § 7001(f)(2): 
	● 
	● 
	● 
	"key factor" and "primary factor": We would recommend providing deﬁnitions, as well as speciﬁc examples to illustrate  the application and meaning of the terms "key factor" and "primary factor" in the context of AI risk classiﬁcation. An alternative would be to use the terms “principal basis” or “controlling factor.” 

	● 
	● 
	"signiﬁcant decision": In  §7200(a)(1), we recommend limiting the deﬁnition of "signiﬁcant decision" to the provision or denial of a service, beneﬁt, or opportunity, as "access to" is likely to capture a wide swath of lower risk applications that are not determinative in making a “signiﬁcant decision.” 


	Recommendation 2: Narrow or remove the training ADMT trigger.  
	Training automated decision-making tools (ADMTs) should not be covered by the proposed regulations. Model training does not constitute automated decision-making as deﬁned by the statute, as it does not involve decisions impacting individual consumers. Speciﬁcally, we recommend removing the inclusion of training uses of ADMT as a "use of automated decisionmaking technology" in § 7200(a)(3) of the Regulations. This inclusion is inconsistent with the deﬁnition of automated decisionmaking technology in § 7001(f
	In addition, training ADMTs also does not pose the same direct consumer risks associated with the processing of personal information for decision-making. Risks of consumer harm arise from the use of ADMTs to make decisions about them with little or no human intervention, not from the training process itself. Any residual privacy risks present in the training process  are sufficiently addressed by existing frameworks. Instead, we recommend focusing ADMT requirements on the use of ADMT with respect to consume
	We also note that clarity is needed around the  framing of “training ADMT” vs “training uses of ADMT.” As an example, businesses (deployers) are generally not using ADMT solely for training purposes. However, it 
	We also note that clarity is needed around the  framing of “training ADMT” vs “training uses of ADMT.” As an example, businesses (deployers) are generally not using ADMT solely for training purposes. However, it 
	seems as though training could capture a business (deployer) using ADMT that continues to learn on the business’s own data. Other leading AI frameworks generally do not consider this type of learning as training. 
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