


From: Emilio Castro 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 11:31:25 AM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Emilio Castro 







From: 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 5:11:59 PM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Erh-yen To 













From: 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 9:34:26 PM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Erin Moilanen 





From: 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Wednesday, January 8, 2025 6:15:59 PM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Evan McDermit 





From: 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 3:07:59 PM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

F. Carlene Reuscher 







From: 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 5:37:47 PM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Fatma Elashmawi 





From: 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 10:53:18 PM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Felix Vayssieres 





From: Flinn Eng 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 11:55:39 AM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Flinn Eng 

















From: Gillian Kane 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 12:25:18 PM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Gillian Kane 





From: 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 4:19:16 PM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Giovannina Fazio 
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From: Greg D 
Reply-To: 
Date: Tuesday, January 7, 2025 at 11:37 AM 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 

decisionmaking technologies that would protect Californians' safety, privacy, and informed 

consent.   

These common sense rules are a vital intervention for consumer protection and human rights 

as unaccountable algorithms increasingly influence our housing, education, employment, and 

basic freedoms. These rules should reflect the needs of everyday people to be protected from 

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 

adopt the amended regulations. 
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Greg D   

  

  

























From: 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 11:29:26 PM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Ingrid Chang 







From: Isabel Truong 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 11:59:45 AM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Isabel Truong 
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Catbagan, Christian@cppa 

From: isabelle ocampo <noreply@adv.actionnetwork.org> 
Sent: Saturday, January 11, 2025 11:05 PM 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance 

Regulations 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 

decisionmaking technologies that would protect Californians' safety, privacy, and informed 

consent.   

These common sense rules are a vital intervention for consumer protection and human rights 

as unaccountable algorithms increasingly influence our housing, education, employment, and 

basic freedoms. These rules should reflect the needs of everyday people to be protected from 

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 

adopt the amended regulations. 

isabelle ocampo 

  

  

  

mailto:noreply@adv.actionnetwork.org




From: 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 7:45:14 PM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Jacoba Dolloff 





From: James Babbin 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 11:31:45 AM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

James Babbin 











From: Janet Maker 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 11:33:43 AM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Janet Maker 
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From: Jason Wilson 
Reply-To: 
Date: Tuesday, January 7, 2025 at 11:51 AM 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 

CPPA Chair Jennifer Urban, 

Hi,   

Thank you for your service on the CCPA. I strongly urge you to adopt the CPPA proposed 

regulations for businesses using automated decisionmaking technologies that would protect 

Californians' safety, privacy, and informed consent.   

These common sense rules are a vital intervention for consumer protection and human rights 

as unaccountable algorithms increasingly influence our housing, education, employment, and 

basic freedoms. These rules should reflect the needs of everyday people to be protected from 

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 

adopt the amended regulations.   



2 

Sincerely,   

Jason (Whittier) 

Jason Wilson 
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From: Jazmine Cortez   
Reply-To: 
Date: Tuesday, January 7, 2025 at 11:32 AM 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 

decisionmaking technologies that would protect Californians' safety, privacy, and informed 

consent.   

These common sense rules are a vital intervention for consumer protection and human rights 

as unaccountable algorithms increasingly influence our housing, education, employment, and 

basic freedoms. These rules should reflect the needs of everyday people to be protected from 

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 

adopt the amended regulations. 



2 

Jazmine Cortez 
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Regulations@CPPA 

From: Jennifer Jerlstrom 
Sent: Tuesday, January 7, 2025 3:56 PM 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance 

Regulations 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 

decisionmaking technologies that would protect Californians' safety, privacy, and informed 

consent.   

These common sense rules are a vital intervention for consumer protection and human rights 

as unaccountable algorithms increasingly influence our housing, education, employment, and 

basic freedoms. These rules should reflect the needs of everyday people to be protected from 

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 

adopt the amended regulations. 

Jennifer Jerlstrom   

  

  

  









From: Jeremy Bird-Fremont 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 12:01:59 PM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Jeremy Bird-Fremont 





‌ 

From: Jeremy Lyons <noreply@adv.actionnetwork.org> 
Reply-To: 
Date: Tuesday, January 7, 2025 at 1:52 PM 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Jeremy Lyons 

mailto:noreply@adv.actionnetwork.org






From: 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 5:47:46 PM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

jesus hernandez 
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From: JOHN CERVANTES 
Reply-To: 
Date: Tuesday, January 7, 2025 at 12:49 PM 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 

decisionmaking technologies that would protect Californians' safety, privacy, and informed 

consent.   

These common sense rules are a vital intervention for consumer protection and human rights 

as unaccountable algorithms increasingly influence our housing, education, employment, and 

basic freedoms. These rules should reflect the needs of everyday people to be protected from 

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 

adopt the amended regulations. 



2 

JOHN CERVANTES   
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Catbagan, Christian@cppa 

From: John Gardner <noreply@adv.actionnetwork.org> 
Sent: Saturday, January 11, 2025 1:22 PM 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance 

Regulations 

CPPA Chair Jennifer Urban, 

The impact of Big Tech's blackbox recommendation algorithms have consequences that 

extend far beyond California, thanks to the hegemony of Silicon Valley. Rewarding ragebait, 

encouraging echo-chambers, and deprioritising politically-sensitive content (e.g., the 

genocide in Gaza) are all things that much of the Western Internet has been forced to deal 

with in recent years, and that was *before* AI got involved. 

Everything wrong with the current status quo can be traced back to a lack of transparency or 

accountability from Big Tech firms. Now that AI automation is being brought into the fold, the 

status quo is set to become exponentially worse. 

If the CPPA adopts these regulations for tech companies, it'll be a major step forward towards 

a less politicised, divisive, and misinformation-riddled cesspool of an Internet. And don't 

worry, CEOs, you'll still be filthy rich, even without being able to capitalise on an exploitative 

business model built upon selling our personal data. 

John Gardner   

  

mailto:noreply@adv.actionnetwork.org
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From: John Hartigan   
Reply-To: 
Date: Tuesday, January 7, 2025 at 12:15 PM 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 

decisionmaking technologies that would protect Californians' safety, privacy, and informed 

consent.   

These common sense rules are a vital intervention for consumer protection and human rights 

as unaccountable algorithms increasingly influence our housing, education, employment, and 

basic freedoms. These rules should reflect the needs of everyday people to be protected from 

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 

adopt the amended regulations. 
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John Hartigan 

  

  

  









From: 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 8:29:16 PM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Jorge Belloso-Curiel 





From: 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 11:59:18 AM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Joseph Blum 





From: Joseph Dadgari 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 11:32:24 AM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Joseph Dadgari 
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Catbagan, Christian@cppa 

From: Juan Estrada 
Sent: Tuesday, January 7, 2025 12:06 PM 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance 

Regulations 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 

decisionmaking technologies that would protect Californians' safety, privacy, and informed 

consent.   

These common sense rules are a vital intervention for consumer protection and human rights 

as unaccountable algorithms increasingly influence our housing, education, employment, and 

basic freedoms. These rules should reflect the needs of everyday people to be protected from 

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 

adopt the amended regulations. 

Juan Estrada 

  

  

  





From: Judith Poxon 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 1:13:03 PM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Judith Poxon 







From: Julia Bonfilio 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 12:40:24 PM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Julia Bonfilio 











From: Juliette Arteaga 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 11:32:12 AM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Juliette Arteaga 













From: Karen Jacques 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 11:43:29 AM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Karen Jacques 







From: 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 3:33:49 PM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Karen McCaw 
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Karen Preuss 

  

  

  





1 

From: Katherine Luce <noreply@adv.actionnetwork.org> 
Sent: Tuesday, January 7, 2025 12:11 PM 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance 

Regulations 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 

decisionmaking technologies that would protect Californians' safety, privacy, and informed 

consent.   

I am an academic librarian who teaches undergraduates about information use. I find 

students share my concerns about unfettered algorithmic decision-making, but can feel 

helpless, partly because government hasn't acted strongly to protect their interests. Please 

show them that action is possible!   

These common sense rules are a vital intervention for consumer protection and human rights 

as unaccountable algorithms increasingly influence our housing, education, employment, and 

basic freedoms. These rules should reflect the needs of everyday people to be protected from 

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 

adopt the amended regulations. 

Katherine Luce   

  

mailto:noreply@adv.actionnetwork.org


From: 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 11:33:59 AM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Kathleen Tandy 







From: 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 7:36:35 PM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Katie McVay 





From: 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 6:38:56 PM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Kay L. 





From: 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Date: Tuesday, January 7, 2025 11:16:01 PM 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 
decisionmaking technologies that would protect Californians' safety, privacy, and informed 
consent. 

These common sense rules are a vital intervention for consumer protection and human rights 
as unaccountable algorithms increasingly influence our housing, education, employment, and 
basic freedoms. These rules should reflect the needs of everyday people to be protected from 
discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 
adopt the amended regulations. 

Ked Garden 







1 

Catbagan, Christian@cppa 

From: keska rader <noreply@adv.actionnetwork.org> 
Sent: Saturday, January 11, 2025 1:18 PM 
To: 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance 

Regulations 

CPPA Chair Jennifer Urban, 

I strongly urge the CPPA to adopt its proposed regulations for businesses using automated 

decisionmaking technologies that would protect Californians' safety, privacy, and informed 

consent.   

These common sense rules are a vital intervention for consumer protection and human rights 

as unaccountable algorithms increasingly influence our housing, education, employment, and 

basic freedoms. These rules should reflect the needs of everyday people to be protected from 

discrimination and data scraping, not Big Tech's appetite for profiting from our personal info. 

Please stand strong, defend our rights to algorithmic transparency and accountability, and 

adopt the amended regulations. 

keska rader 

  

mailto:noreply@adv.actionnetwork.org
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