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Section 7001(g) – “Behavioral Advertising” 

CCPA’s regulations are limited to “cross-context behavioral advertising” (advertising using 
information collected over time across unaffiliated or third-party sites) rather than behavioral 
advertising generally.2 CPPA should preserve this limitation rather than institute a regulation 
that could encompass virtually any data used in personalized ads. This term covers activity well 
beyond the intended scope of CCPA and most other consumer privacy laws– i.e. cases in which 
a significant decision about a consumer is made.3 

When a business uses an ad to promote a product or service to consumers, the ad itself does 
not make decisions about the consumer. Instead, the business running the ad makes the 
underlying decisions, defining the ad’s objective and desired audience. Algorithms may then 
take those inputs and determine which environments the ad would fare best in. The only 
automated decision involves who might see an ad, which does not involve a sensitive 
decision regarding a consumer. 

Additionally, the proposed definition would include ads based on both third-party and 
first-party sources, which would have massive downstream economic consequences for the 
millions of businesses, particularly small and medium-sized businesses, that rely on digital 
ad platforms. 

Section 7001(gg) – “Physical or Biological Profiling” 

This definition is overly broad and could encompass virtually any use of data about the 
body—even data not collected from the body itself. For instance, the phrase “Depicts or 
describes their physical or biological characteristics” could include any description about 
someone’s outwardly observable characteristics– height, eye color, handedness, etc.– even if 
no measuring device was used in these observations. Manually entering someone’s height in a 
spreadsheet after looking at them could fall under this definition. Similarly, the phrase 
“Measurements of or relating to their body” could include any observable characteristic of a 
person, such as a clothing size range. 

Section 7001(ll) – “Publicly Accessible Place” 

The California Penal Code already prohibits the invasion of a person's privacy by using 
cameras in places where individuals share a reasonable expectation of privacy.4 This 
definition should only include as examples places that present discrete privacy or 
consumer protection issues, or reveal sensitive info. Medical clinics, hospitals, airports, 
public wi-fi hotspots, workplaces, educational institutions, government buildings would fall 
into this category. 

4 See, e.g., Cal. Penal Code § 647(j)(3)(A). 

3 See, e.g., Connecticut Data Privacy Act, Conn. Gen. Stat. § 42-515(30); Consumer Data Protection Act, 
Va. Code Ann. § 59.1–575 (2023); Texas Data Privacy and Security Act, Tex. Bus. & Com. Code § 
541.001(24) (2024). 

2 California Consumer Privacy Act, Cal. Civ. Code § § 1798.140(e)(6), 1798.140(k), 1798.140(ah), 
1798.185(a)(18)(A)(vi)(III) (2018). 
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Section 7001(ccc)(4) – “Sensitive Personal Information” 

Consumer privacy laws generally distinguish between users of a service who are over and 
under 13 years of age, rather than 16.5 CCIA recommends adhering to that approach here. 
For minors over the age of 13, businesses should be able to design age-appropriate 
experiences tailored to their specific customer base. 

Section 7001(fff) – “Train Automated Decisionmaking Technology or 
Artificial Intelligence” 

Fine-tuning should be excluded from this definition, as the proposed Rules should regulate 
consumer-facing uses of ADMT, not companies’ back-end internal operations. 

ARTICLE 5 – VERIFICATION OF REQUESTS 

Section 7060(b) – Opt-Out Requests 

This Section should clarify that businesses must honor verifiable requests. Doing so 
would make this section consistent with language in the statute to facilitate verification 
tools that ensure user’s actual preferences are applied. 

ARTICLE 9 – CYBERSECURITY AUDITS 

Section 7120(b)(2) – Thresholds 

The proposed text creates cybersecurity audit obligations that are broader than other industry 
standard cyber audits. Under this Rule, any business that is subject to CCPA would also also 
be a business whose processing presents a significant risk to consumers' security. Every 
business that is subject to CCPA would have to hire an independent auditor to audit their risk 
assessments annually. This Section should be revised to align with the activities defined as 
presenting a significant risk in Article 10, Section 7150. 

Section 7121(b) – Timing Requirements 

This requirement should be removed, as it is unnecessarily burdensome to require businesses 
to repeat the lengthy risk assessment process without any significant changes in their 
practices, and there is no tangible benefit to consumers from forcing businesses to repeat the 
same process they have already completed. 

5 See, e.g., Connecticut Data Privacy Act, Conn. Gen. Stat. § 42-515(38); Consumer Data Protection Act, 
Va. Code Ann. § 59.1–575 (2023); Texas Data Privacy and Security Act, Tex. Bus. & Com. Code § 
541.001(29)(C) (2024) (each defining “sensitive data” to include “the personal data collected from a 
known child,” i.e. “any natural person under 13 years of age,” but making no distinction between users 
over and under 16 when defining “sensitive data.”). 
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ARTICLE 10 – RISK ASSESSMENTS 

Section 7150(b)(3)(A) – Significant Decision 

As noted above, all other state laws that define “profiling” do so in the context of a legally 
significant decision concerning the individual profiled, such as providing financial or lending 
services, housing, insurance, criminal justice, employment opportunities, etc.6 Requiring risk 
assessments for all profiling is an untenable restraint– CPPA should instead require risk 
assessments only when a significant decision will be made using the profile, not merely when 
one could be made. 

However, several terms used in this Section impose burdensome requirements on businesses 
for activities whose impact on consumers is merely speculative. It is unclear when a consumer 
will have “access to” the above services beyond the “provision or denial” of those services. 
Similarly, “compensation” is too vague a category to warrant imposing a lengthy risk 
assessment– such assessments should only be required when actual employment 
opportunities are at stake. 

Section 7150(b)(3)(B) – Extensive Profiling 

As noted above, risk assessments should be required only when a legally significant decision 
will be made using a consumer’s profile. It is unclear what extra privacy protection the 
“extensive profiling” framework grants consumers. The “work or educational profiling” 
requirements in Section 7150(b)(3)(B)(i), for example, seem to merely duplicate Section 
7150(b)(3)(A)’s requirement to perform risk assessments when using ADMT for significant 
work and education decisions. 

Moreover, this Section contains provisions that likely exceed the California Consumer Privacy 
Act’s scope. The CCPA explicitly exempts “publicly available information.”7 Consumers in a 
given public space have deliberately chosen not to shield themselves from specific audiences, 
and have no reasonable expectation of privacy. The CCPA is clear that requirements for 
businesses, processors, and contractors, including creating risk assessments, do not apply to 
publicly available information, which includes information collected and processed from 

observation of public spaces.8 Additionally, this Section requires risk assessments for all 
behavioral advertising, not just behavioral advertising directed at California consumers, again 

8 Id. § 1798.185(a)(14) (directing the California Attorney General to issue “regulations requiring 
businesses whose processing of consumers’ personal information presents significant risk to 
consumers’ privacy or security, to… Submit to the California Privacy Protection Agency on a regular basis 
a risk assessment with respect to their processing of personal information” (emphasis added). As noted 
above, the CCPA excludes publicly available information from the definition of “personal information”). 

7 California Consumer Privacy Act, Cal. Civ. Code § 1798.140(v)(2)(A) (2018) (“‘Personal information’ 
does not include publicly available information or lawfully obtained, truthful information that is a matter 
of public concern”). 

6 See supra note 3 and accompanying text. 
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exceeding the CCPA’s scope. A better approach would be to require risk assessments for 
cross-contextual behavioral advertising, which avoids requiring assessments in cases where no 
consumer data is being shared with third parties. 

Because the requirements in this Section all either duplicate Section 7150(b)(3)(A) 
requirements or exceed the CCPA’s scope, CCIA recommends striking 7150(b)(3)(B) and 
requiring risk assessments when ADMT is used to make legally significant decisions about a 
California consumer. 

Section 7150(b)(4) – AI / ADMT Training 

Since training a model does not involve decisions impacting specific consumers, it should not 
be considered ADMT and should not fall within the Rules’ scope. The Rules aim to cover certain 
high-risk AI and ADMT applications and their use in making significant decisions regarding 
consumers. However, as written, these Rules would also cover back-end developing tools that 
use low-risk processing merely because they might one day be used for significant consumer 
decisions. Subjecting such back-end development models to these rules is unnecessarily 
burdensome, since by definition it would not enhance consumer privacy. Many if not all models 
“could” be used to make a significant decision about consumers, but unless they are actually 
used for such decisions, there is no upside to extending these requirements to such models.  

Because of this lack of upside, CCIA recommends striking Section 7150(b)(4). CCPA is 
designed to alleviate the privacy risks associated with processing personal data. The statute 
and rules already allow consumers to opt out of the sale or sharing of their personal 
information, and to limit its use and disclosure.9 The CPPA should not require risk assessments 
for AI training that is by definition not tied to a consumer privacy risk. No other state privacy 
framework or AI law considers model training a high-risk decision. Moreover, California 
recently passed AB 2013, putting disclosure requirements on data. 

Section 7154 – Prohibition Against Processing If Risks to Consumers’ 
Privacy Outweighs Benefits 

This Section would prohibit processing for covered activities “if the risks to consumers’ privacy 
outweigh the benefits to the consumer, the business, other stakeholders, and the public from 

the processing.” This is an extremely broad prohibition, far exceeding other AI regulations in 
scope. The EU AI Act, for instance, limits bans to very specific uses, such as subliminal 
messaging or facial recognition.10 CCIA recommends instead prohibiting processing that would 
cause substantial harm to consumers that (a) is not reasonably avoidable, and (b) is not 
outweighed by benefit to consumers. This formulation would avoid penalizing companies for 
processing decisions that do not materially affect consumers, keep the rule within CCPA’s 
scope, and keep the focus on actual harms rather than hypothetical risks. 

10 See Artificial Intelligence Act, 2024 O.J. (L 1689), Art. 5, § 1. 

9 See id. § § 1798.120–1798.121. 
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Section 7156 – Conducting Risk Assessments for a Comparable Set 
of Processing Activities or in Compliance with Other Laws or 
Regulations 

CCIA recommends revising the rules governing “risk assessments” to align with the data 
protection assessment requirements in other states. Colorado, for example, requires data 
protection assessments for (1) processing personal data for targeted advertising (defined as 
equivalent to California’s definition for cross-context behavioral advertising, not behavioral 
advertising) and profiling if the profiling presents a reasonably foreseeable risk of (i) unfair or 
deceptive treatment of, or unlawful disparate impact on, consumers; (ii) financial or physical 
injury to consumers; (iii) physical or other intrusion on the solitude, seclusion, or private affairs 
or concerns, of consumers if the intrusion would be offensive to a reasonable person; or (iv) 
other substantial injury; (2) selling personal data; and (3) processing sensitive data.11 

Additionally, other state privacy laws require risk assessments only when “sensitive data” is 
processed (e.g. precise geolocation data rather than all geolocation, or profiling resulting in 
specific consumer harms, rather than profiling in general).12 The draft rules impose further 
unnecessary requirements, allowing a company to forgo a risk assessment only if the other 
“risk assessment” created to comply with another law or regulation covers a “comparable set 
of processing activities,” i.e. processing activities that “present similar risks to consumers’ 
privacy.”  However, until a business conducts its risk assessment, it would not know which 
activities present similar risks, undercutting the purpose of this provision. 

Section 7157(a) – Proactive Submissions 

CCIA recommends striking this section. Requiring proactive submissions of risk assessment 
materials is unprecedented, and given the in-depth risk assessment requirements, this could 
prove extremely burdensome for businesses with no corresponding upside to the consumer. If 
such a requirement does remain, the 10-day window should be significantly extended, as 
businesses cannot respond meaningfully to these requests in such a short time. After a 
company first submits its risk assessment materials, the obligations in Section 7157(d) should 
govern. 

Section 7157(b) – Risk Assessment Materials to be Submitted 

The proposed Rules require companies to provide CCPA with annual abridged risk 
assessments. Routine submission when practices have not changed is unduly burdensome, 
inconsistent with other state privacy laws. CCIA recognizes the CPRA mandate requiring 
companies to submit risk assessments at regular intervals, but there exists room for a more 
flexible approach within this mandate.  For instance, the statute does not preclude CPPA from 

defining the requirements for a risk assessment and the requirements for submission 

12 See, e.g., Texas Data Privacy and Security Act, Tex. Bus. & Com. Code § 541.105(a) (2024). 

11 Colorado Privacy Act, Colo. Rev. Stat. § 6-1-1309(2)(a) (2023). 
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separately. Doing so would allow the CPPA to focus on assessments for high-risk activities such 
as selling sensitive data.  

Furthermore, since most employment-related decisions are confidential and not available to 
competitors, CCIA recommends an exception such that businesses are not required to submit 
information that is confidential business or trade secret information. 

ARTICLE 11 – AUTOMATED DECISIONMAKING TECHNOLOGY 

Section 7200(a)(1) – Significant Decision 

CCIA recommends the same revisions to this provision as to Section 7150(b)(3)(A), for the 
reasons described in the Section 7150(b)(3)(A) comments. 

Section 7200(a)(2) – Extensive Profiling 

CCIA recommends striking this provision for the same reasons as the above recommendation 
to strike Section 7150(b)(3)(B). 

Section 7200(a)(3) – AI / ADMT Training 

CCIA recommends striking this provision for the same reasons as the above recommendation 
to strike Section 7150(b)(4). 

Section 7220(a) – Pre-Use Notice Requirements 

CCPA does not allow regulations of pre-use notice of ADMT—instead, CCPA § 1798.185 calls 
for regulations “governing access and opt-out rights” regarding ADMT.13 The access right 
covers the required information from businesses about ADMT use. CPPA should therefore not 
issue rules on pre-use notice, or at minimum, limit pre-use notice requirements to cases where 
ADMT use is already subject to access and opt-out rights. Should one of these customer rights 
not apply (e.g., relying on a security or fraud prevention exception), then businesses should not 
need to post this notice. In essence, Section 7220(a) should apply subject to the exceptions in 
Sections 7221(b) and 7222(a)(1). Forcing businesses to disclose how they use ADMT to 
perform the specified functions risks undermining the security of consumers and businesses, 
and requirements to make such disclosures should be minimized. 

Section 7220(c)(1) – Plain Language Requirement 

CCIA recommends removing the explicit prohibition on using the phrase “to improve our 
services,” as this language can serve as part of a legitimate description of businesses’ use of 
ADMT. 

Section 7220(c)(5) – Explainability 

CCIA recommends striking this provision as it is effectively an explainability requirement. Many 
complex AI models (which tend to be the most useful ones) are not yet fully explainable. CPPA 

13 California Consumer Privacy Act, Cal. Civ. Code § 1798.185(a)(15) (2018). 
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should consider whether California would benefit from this requirement, or whether human 
review and rigorous testing will better mitigate risk.   

The draft rules also contradict the statute's explicit recognition that CCPA does not require 
businesses to disclose trade secrets.14 The exception under 7220(c)(5)(C) is too narrow. This is 
particularly important in the HR context, as HR handles employee confidential data and pilots 
for products that should constitute confidential business/trade secret information. 

Section 7221(b) – Requests to Opt-Out of ADMT: Exceptions 

CCIA recommends expanding the list of exceptions in this Rule to include other back-end tasks 
such as conducting internal research, fixing technical errors, executing product recalls, and 
performing internal operations consistent with consumer expectations. Doing so would 
increase business’s quality of service without degrading consumer privacy. 

Section 7221(b)(1) – Requests to Opt-Out of ADMT: Security and 
Fraud Prevention 

This exception should apply whenever ADMT is used solely for security and fraud prevention, 
regardless of whether it is “necessary” to use ADMT in such cases. Businesses should be free 
to use the method of security and fraud prevention that best protects their consumers without 
the requirement to show that ADMT was “necessary” in such cases. 

Sections 7221(b)(4)-(5) – Requests to Opt-Out of ADMT: Employee 
Exceptions 

As written, companies must conduct “an evaluation” and implement costly and burdensome 
“accuracy and nondiscrimination safeguards” to avail themselves of the exceptions in these 
Sections. Normally, employers are allowed flexibility to ensure employees are working and 
productive. However, enacting costly barriers to using these exceptions would inhibit 
employers’ ability to ensure adequate staffing and productivity in their business. For instance, 
a company may use ADMT for customer service operations to ensure that callers are placed on 
hold for the minimum possible time. Moreover, “work or educational profiling” lacks a clear 
meaning in the proposed Rules, which refer to “extensive profiling,” not “work or educational 
profiling.”   

Section 7221(i) – Requests to Opt-Out of ADMT: Single Opt-Out 

The draft rules would force businesses to offer a single opt-out for all covered ADMT, although 
businesses may let consumers allow specific uses. Businesses should instead be required to 
offer opt-outs targeting the specific use cases applicable to a consumer’s data. A general 
opt-out does not give consumers information about how a given consumer activity leads to a 
given ADMT use. Requiring context-specific opt-outs will give consumers more autonomy and 
insight regarding the use of their data. 

Section 7222 – Requests to Access ADMT 

14 Id. § 1798.100(f). 
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CCPA § 1798.185 instructs the CPPA to regulate access rights with respect to business’s ADMT 
use, and requires responses to include “meaningful information about the logic involved in 
those decisionmaking processes, as well as a description of the likely outcome of the process 
with respect to the consumer.”15 It does not mandate separate notice to consumers. CPPA 
should implement a single set of rules about how businesses must provide meaningful 
information about their ADMT use. Businesses should be able to provide such information in a 
notice rather than responses to specific requests. Consumer-specific responses are not 
required under the statute, are often impractical or infeasible. They can also be hard to answer 
without disclosing confidential information, which may harm consumers  subject to significant 
decisions using ADMT. Consumers already have separate access rights under CCPA, allowing 
them to obtain any personal information companies process, including ADMT inputs and 
outputs containing their personal information.  

Furthermore, the proposed Rules risk requiring companies to disclose their proprietary 
information and intellectual property (e.g. by answering a request as to which key parameters 
affect which outputs). CCIA recommends adding a section stating  that no provision of the 
proposed Rules shall be construed to require disclosure of trade secrets or confidential or 
proprietary information about an automated system’s design or use. Also, per § 
1798.185(a)(3), CPPA must issue rules clarifying that companies do not have to disclose trade 
secrets or proprietary or confidential information.16 

Section 7222(a) – Requests to Access ADMT: When Access Rights 
Apply 

As in several provisions above, the rights in this Section should apply only when ADMT is used 
to make a significant decision. The access right lets  consumers determine whether they want 
to exercise their opt-out right and correct any errors regarding  their personal information. For 
other ADMT uses, such as profiling for behavioral advertising, consumers  can choose to opt 
out regardless of how the technology works.  As noted above, businesses should not need to 
publicly disclose confidential and/or proprietary information about their technology without 
any direct consumer benefit. 

Sections 7222(b)(2)–(4) Requests to Access ADMT: Output for 
Consumers 

CCIA advocates removing these sections, as the statutory language already provides for 
equivalent access rights, and any enforcement of these measures risks forcing companies to 
disclose proprietary information regarding their ADMT. 

Section 7222(k) – Requests to Access ADMT: Adverse Significant 
Decisions 

The time allotted for compliance is too small given the detailed nature of the requests. Most of 
the required information will be of minimal assistance to individuals, and companies will need 

16 Id. § 1798.185(a)(3). 
15 Id. § 1798.185. 
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to expend enormous resources keeping the required information available and using it to craft 
a “plain language” rendition of the ADMT use in each “adverse significant decision.” CPPA 
should consider revising this section to simplify the process for businesses, or alternatively, to 
extend the compliance deadlines. 

* * * * * 

We appreciate CPPA’s consideration of these comments. We look forward to continuing to 
participate in the CPPA’s ongoing regulatory process, including reviewing and providing 
feedback on the series of proposed Rules. We hope CPPA will consider CCIA a resource as 
these discussions progress. 

Sincerely, 

Jesse Lieberfeld 
Policy Counsel– Privacy, Security, and Emerging Technologies 
Computer & Communications Industry Association 

25 Massachusetts Avenue NW • Suite 300C • Washington, DC 20001 pg.10 



ccianet.org • @CCIAnet 

ATTACHMENT A 

Suggested Amendments to Revised Draft Rules 
This Attachment contains CCIA’s suggestions for specific modifications to the Revised 
Draft Rules. The text below is the draft Rules text after the Department of Law’s revisions. 
CCIA’s proposed deletions are in red and proposed new language is in green. 

Introduction: Enforcement of the provisions in Articles 1, 9, 10, and 11 will begin one year 
after the Rules’ effective date. 

§ 7001(f) – “Automated Decisionmaking Technology”: “Automated decisionmaking 
technology” means any solely automated technology that processes personal information and 
uses computation for the primary purpose of making a solely automated significant decision 
about a consumer to execute a decision, replace human decisionmaking, or substantially 
facilitate human decision making. (1) For purposes of this definition, “technology” includes 
software or programs, including those derived from machine learning, statistics, other 
data processing techniques, or artificial intelligence. (2) For purposes of this definition, to 
“substantially facilitate human decisionmaking” means using the output of the technology as a 
key factor in a human’s decisionmaking. This includes, for example, using automated 
decisionmaking technology to generate a score about a consumer that the human reviewer 
uses as a primary factor to make a significant decision about them. (3) Automated 
decisionmaking technology includes profiling.  

§ 7001(g)  “Behavioral Advertising”: 

§ 7001(gg)  “Physical or Biological Profiling”: 

§ 7001(ll) – “Publicly Accessible Place”: “Publicly accessible place” means a place that is 
open to or serves the public. Examples of publicly accessible places include shopping malls, 
stores, restaurants, cafes, movie theaters, amusement parks, convention centers, stadiums, 
gymnasiums, including hospitals, medical clinics or offices, transportation depots, transit, 
streets, or parks airports, public wi-fi hotspots, workplaces, educational institutions, or 
government buildings. 

§ 7001(ccc)(4) – “Sensitive Personal Information”: Personal information of consumers that 
the business has actual knowledge are less than 13 16 years of age….§ 7001(fff) – “Train 
Automated Decisionmaking Technology or Artificial Intelligence”: “Train automated 
decisionmaking technology or artificial intelligence” means the process through which 
automated decisionmaking technology or artificial intelligence discovers underlying patterns, 
learns a series of actions, or is taught to generate a desired output. Examples of training 
include adjusting the parameters of an algorithm used for automated decisionmaking 
technology or artificial intelligence, improving the algorithm that determines how a 
machine-learning model learns, and iterating the datasets fed into automated decisionmaking 
technology or artificial intelligence. 
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§ 7060(b) – Opt-Out Requests: A business shall not require a consumer to verify their identity 
to make a request to opt-out of sale/sharing, or to make a request to limit, or to make a request 
to opt-out of ADMT…. 

§ 7120(b)(2) – Thresholds: The business meets the threshold set forth in Civil Code section 
1798.140, subdivision (d)(1)(A B); and or (A) Processed the personal information of 250,000 or more 
consumers or households in the preceding calendar year; or (B) Processed the sensitive personal 
information of 50,000 or more consumers in the preceding calendar year. 

§ 7121(b) – Timing Requirements: 

§ 7125 – Comparable Industry Standard: (a) A business may satisfy the obligations set forth 
in Sections § 7120 - § 7124 by completion of a comparable industry standard cybersecurity 
audit such as ISO 27001, ISO 27018, SOC 2 Type 2. 

(b) A single cybersecurity audit that meets the requirements of subsection (a) may address a 
comparable set of processing operations that include similar activities. 

§ 7150(b)(3)(A) – Significant Decision: For purposes of this Article, “significant decision” 
means a decision using information that is not subject to the exceptions set forth in Civil Code 
sections 1798.145, subdivisions I-(g), or 1798.146, subdivisions (a)(1), (4), and (5), that 
results in access to, or the provision or denial of, financial or lending services, housing, 
insurance, education enrollment or opportunity, criminal justice (e.g., posting of bail bonds), 
employment or independent contracting opportunities or compensation, healthcare services, 
or essential goods or services (e.g., groceries, medicine, hygiene products, or fuel). 

§ 7150(b)(3)(B) – Extensive Profiling: 

§ 7150(b)(4) – AI / ADMT Training: 

§ 7154  Prohibition Against Processing If Risks to Consumers’ Privacy Outweighs Benefits: 

§ 7157(a)(2) – Proactive Submissions: Annual Submission. After the business completes its 
first submission to the Agency as set forth in subsection (a)(1), its subsequent risk assessment 
materials must be submitted upon request to the Attorney General as prescribed in subsection 
(d).every calendar year to the Agency, and there must be no gap in the months covered by 
successive submissions of risk assessment materials (“subsequent annual submissions”). 

§ 7200(a)(1) – Significant Decision: For a significant decision concerning a consumer. For 
purposes of this Article, “significant decision” means a decision using information that is not 
subject to the exceptions set forth in Civil Code sections 1798.145, subdivisions I-(g), or 
1798.146, subdivisions (a)(1), (4), and (5), that results in access to, or the provision or denial 
of, financial or lending services, housing, insurance, education enrollment or opportunity, 
criminal justice (e.g., posting of bail bonds), employment or independent contracting 
opportunities or compensation, healthcare services, or essential goods or services (e.g., 
groceries, medicine, hygiene products, or fuel). 

§ 7200(a)(2) – Extensive Profiling: 

§ 7200(a)(3) – AI / ADMT Training: 
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§ 7220(a) – Pre-Use Notice Requirements: A business that uses automated decisionmaking 
technology as set forth in section 7200, subsection (a), and subject to the exceptions in section 
7221(b) and section 7222(a)(1), must provide consumers with a Pre-Use Notice. 

§ 7220(c)(1) – Plain Language Requirement: A plain language explanation of the specific 
purpose for which the business proposes to use the automated decisionmaking technology. 
The business must not describe the purpose in generic terms, such as “to improve our 
services.” 

§ 7220(c)(5)  Explainability: 

§ 7220(e) – Timeline: The requirements set forth in this Article apply to processing activities 
created or generated after December 31, 2026, and are not retroactive to any processing 
activities created or generated before January 1, 2027. 

§ 7220(f) – Trade Secret Protection: Nothing in this article shall be construed as requiring a 
business to disclose trade secrets. 

§ 7221(b)(7) – Requests to Opt-Out of ADMT: Exceptions: The business uses the ADMT solely 
for one or more of the following purposes: (A) Conducting internal research; (B) Fixing 
technical errors; (C) executing product recalls; and/or (D) performing internal operations 
consistent with consumer expectations. 

§ 7221(b)(1) – Requests to Opt-Out of ADMT: Security and Fraud Prevention: The business’s 

uses of that automated decisionmaking technology is necessary solely to achieve, and is used 
solely for, the security, fraud prevention, or safety purposes listed below… 

§ 7221(b)(4)-(5) – Requests to Opt-Out of ADMT: Employee Exceptions:  

§ 7221(b)(6) – Requests to Opt-Out of ADMT: Behavioral Advertising and Training: 

§ 7221(b)(7) – Requests to Opt-Out of ADMT: Necessity Exception: The business’s use of that 
automated decisionmaking technology is necessary to provide the online service, product, or 
feature requested by the consumer or the aspects of the online service, product, or feature 
with which the consumer actively and knowingly engages; or the business can demonstrate a 
compelling reason that the use of that ADMT does not pose a substantial privacy risk to 
consumers. 

§ 7221(i) – Requests to Opt-Out of ADMT: Single Opt-Out: In responding to a request to 
opt-out of ADMT, a business may present the consumer with the choice to allow specific uses 
of automated decisionmaking technology as long as the business also offers a single option to 
opt-out of all of the business’s use of automated decisionmaking technology set forth in 
subsection (a). 
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§ 7222(a) – Requests to Access ADMT: When Access Rights Apply: Consumers have a right to 
access ADMT when a business uses automated decisionmaking technology as set forth in 
section 7200, subsections (a)(1) (2). A business that uses automated decisionmaking 
technology for these purposes must provide a consumer with information about these uses 
when responding to a consumer’s request to access ADMT, except as set forth in subsection 
(a)(1). 

§ 7222(b)(2)-(4) – Requests to Access ADMT: Output for Consumers: 
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From: Pat Utz <pat@abstract.us> 
Sent: Monday, January 13, 2025 3:38 PM 
To: Regulations@CPPA 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Attachments: PatUtzCPPA-ADMTtestimony.pdf 

This Message Is From an Untrusted Sender 

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless you 
recognize the sender's email. 

Report Suspicious 

Dear CPPA, 

My name is Patrick Utz, and I’m a California-based small business owner (co-founder & CEO, Abstract). I’d like to submit 
the following comment to the CPPA for their consideration during the public hearing on January 14th. 

Pat Utz, co-founder and CEO, Abstract 
San Francisco, CA 

Good morning, Chair Urban and Board Members. 
My name is Patick Utz, and I’m co-founder and CEO of a San Francisco-based startup called Abstract. We use AI to help 
our clients understand how regulatory changes will impact their business and operations. We employ 12 people, and 
we’re working hard to find new customers and grow. 

Thank you for giving me the chance to speak today. I appreciate your efforts to protect Californians’ privacy, but I’m 
concerned that your proposed data-collection and ADMT opt-out mandates will seriously hurt California-based tech 
startups like mine, along with California’s broader business ecosystem. Although Abstract is only a few years old, our 
website gets more than 18,000 hits annually, so the new regulations would immediately impact us. 

We use data- and ADMT-powered advertising and sales-engagement tools to tell the right people about our services. Our 
target customers are large enterprises. To sell to those enterprises, we first have to reach the appropriate decision-
makers. If those people have opted out of receiving data- or ADMT-powered communications — which many may do out 
of frustration with the proposed pop-ups — we won’t be able to tell them about our business. That will make it nearly 
impossible for us to grow. 

Similarly, if potential customers have to navigate several confusing pop-up windows before visiting our website, they 
may leave before they actually find out what we do — also costing us vitally important new clients. 

California’s economic impact statement estimates that it will cost a “typical” business over $25,000 a year, for a decade, 
to make their website compliant with the new regulations. That’s a lot of money to ask a business — especially a startup 
— to invest in making its business less capable of growing. 

Again, I applaud your efforts to protect Californians’ data. But I urge you to consider the proposed rules’ broader 
implications for the state’s businesses. If California makes it hard for startups to find and be found by customers, and 
mandates costly, potentially damaging website redesigns for startups that are succeeding, it will lose its status as a 
center of talent, innovation, and investment. In addition, if established California-based businesses aren’t able to learn 

https://pat@abstract.us
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about innovative new products and services that could improve their efficiency and profitability, they will lose their 
competitive edge. 

I believe Californians will be better served by more balanced regulations that seek to protect consumers while minimizing 
damage to the state’s startup and broader business communities. Thank you for considering my comments. 

Sincerely, 
Patrick Utz 

Best, 
Pat Utz 
626.533.4791 

CEO, Co-Founder 
To help pro tect y o ur priv acy , Micro so ft O ffice prev ented auto matic do w nlo ad o f this p icture fro m the 
Internet. 



Public Comment on Proposed ADMT Rulemaking Actions 
California Privacy Protection Agency Public Hearing 

January 14, 2025  

Pat Utz, co-founder and CEO, Abstract 
San Francisco, CA  

Good morning, Chair Urban and Board Members. 

My name is Patick Utz, and I’m co-founder and CEO of a San Francisco-based startup called 
Abstract. We use AI to help our clients understand how regulatory changes will impact their 
business and operations. We employ 12 people, and we’re working hard to find new customers 
and grow. 

Thank you for giving me the chance to speak today. I appreciate your efforts to protect 
Californians’ privacy, but I’m concerned that your proposed data-collection and ADMT opt-out 
mandates will seriously hurt California-based tech startups like mine, along with California’s 
broader business ecosystem. Although Abstract is only a few years old, our website gets more 
than 18,000 hits annually, so the new regulations would immediately impact us. 

We use data- and ADMT-powered advertising and sales-engagement tools to tell the right 
people about our services. Our target customers are large enterprises. To sell to those 
enterprises, we first have to reach the appropriate decision-makers. If those people have opted 
out of receiving data- or ADMT-powered communications — which many may do out of 
frustration with the proposed pop-ups — we won’t be able to tell them about our business. That 
will make it nearly impossible for us to grow.  

Similarly, if potential customers have to navigate several confusing pop-up windows before 
visiting our website, they may leave before they actually find out what we do — also costing us 
vitally important new clients. 

California’s economic impact statement estimates that it will cost a “typical” business over 
$25,000 a year, for a decade, to make their website compliant with the new regulations. That’s a 
lot of money to ask a business — especially a startup — to invest in making its business less 
capable of growing. 

Again, I applaud your efforts to protect Californians’ data. But I urge you to consider the 
proposed rules’ broader implications for the state’s businesses. If California makes it hard for 
startups to find and be found by customers, and mandates costly, potentially damaging website 
redesigns for startups that are succeeding, it will lose its status as a center of talent, innovation, 
and investment. In addition, if established California-based businesses aren’t able to learn about 
innovative new products and services that could improve their efficiency and profitability, they 
will lose their competitive edge.  

I believe Californians will be better served by more balanced regulations that seek to protect 
consumers while minimizing damage to the state’s startup and broader business communities. 

https://cppa.ca.gov/regulations/pdf/ccpa_updates_cyber_risk_admt_ins_std_399.pdf


Thank you for considering my comments. 
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From: Nathan Lindfors <nathan@engine.is> 
Sent: Tuesday, January 14, 2025 11:42 AM 
To: Regulations@CPPA 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Attachments: Engine CPPA ADMT Comments.pdf 

This Message Is From an Untrusted Sender 

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless you 
recognize the sender's email. 

Report Suspicious 

Good morning,   

Please find the comments of Engine attached. 

Best,   
Nathan 
--  
Nathan Lindfors 
Policy Director | Engine 
Nathan@engine.is 

https://Nathan@engine.is
https://nathan@engine.is


January 14, 2025 

California Privacy Protection Agency 
Legal Division 
2101 Arena Blvd. 
Sacramento, CA 95834 

VIA EMAIL 

Re: Comments of Engine Advocacy on CCPA Updates, Cyber, Risk, ADMT, and Insurance 
Regulations 

Dear California Privacy Protection Agency: 

Engine is a non-profit technology policy, research, and advocacy organization that bridges the gap 
between policymakers and startups. Engine works with government and a community of thousands 
of high-technology, growth-oriented startups in California and across the nation to support a policy 
environment conducive to technology entrepreneurship. We appreciate the agency’s consideration of 
our comments on these proposed regulations, especially ADMT, as artificial intelligence is used, 
developed, and deployed by startups. Given the costs to startups, the negative implications for the 
state and broader national economy, and foreseeable but likely unintended consequences, we 
encourage the agency not to move forward with these regulations without first making significant 
changes to mitigate these issues.  

Startups develop ADMT, but the regulations will enhance the position of larger firms. 

The proposed regulations will increase burdens on startups and diminish their competitiveness to 
larger firms offering similar or alternative services. Startups are developing and deploying AI 
technologies for many socially beneficial ends, including in areas identified by the proposed 
regulatory text, e.g., finance, education, employment, health, and more.1 Startups services are offered 
to and utilized by end consumers and customers who are businesses themselves. Moreover, the 
services that will fall under the ADMT regulations are the startups’ main and perhaps only offering 
in the marketplace. As a consequence, the mechanics of the regulations will fall hardest on these 
burgeoning companies compared to established firms with more resources and multiple product 
lines. 

1 See e.g., dozens of such companies, including many based in California, by visiting www.engine.is/startupseverywhere.  
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Considering how the regulations would work in practice reveals additional disparate costs and 
burdens for startups. First, the required notices, access rights, verifying consumers asking to exercise 
rights, and facilitation of these rights (especially when the startup is a service provider), will result in 
significant compliance costs compared to the resources startups have on hand. 
(Startups—particularly those selling to other, larger businesses—can surpass CCPA applicability 
thresholds when they have few employees and only tens of thousands in monthly operating 
budget.2)  Further, when consumers opt-out of ADMT, firms must in practice perform the task 
without the use of ADMT.3 ADMT service providers may be expected by their clients to offer this 
alternative. Startups will not have the capacity to do so, leading to market pressures that favor larger 
firms with such capacity.  

The proposed regulations carry superlative costs and limited benefits. 

The agency estimates that the regulations will create tens of thousands in initial costs and tens of 
thousands of ongoing costs for small businesses like startups.4 The agency also acknowledges that 
benefits are hard to quantify. Benefits are likely overestimated,5 and protections against 
discriminatory outcomes for most categories of “significant decisions” already exist in state 
consumer protection and federal civil rights laws. Moreover, many costs may be missing from these 
estimates. 

Direct pecuniary costs enumerated in the estimates are not insignificant, especially compared to the 
resources small startups have on hand. Seed-stage startups, for example, have around $55,000 per 
month in resources to cover all of their expenses (salaries, R&D, marketing, etc) for one and a half 
to two years until they need to raise money again.6 This means the tens of thousands in initial and 
ongoing costs imposed by the rules may literally shorten the life of a young company. That is bad, 
but the estimates should also consider the opportunity cost of those resources being redirected away 
from necessary startup activities like product development and customer acquisition. 

These costs are not just limited to California businesses. Costs of the proposed regulations will 
accrue to any business or startup across the U.S. selling to (or who wants to sell to) the California 

6 Supra note 2.  

5 E.g., negative externalities for consumers discussed infra; Michael Genest & Brad Williams, Comments on August 2024 
CPPA SRIA, Capitol Matrix Consulting (Nov. 1, 2024), 
https://advocacy.calchamber.com/wp-content/uploads/2024/11/CMC_comments_on_CCPA_SRIA_11-1.pdf.  

4 Notice of Proposed Rulemaking (CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations), CPPA (Nov. 22, 2024), 
https://cppa.ca.gov/regulations/pdf/ccpa_updates_cyber_risk_admt_ins_notice.pdf.  

3 The proposed regulations prohibit “retaliation” for exercising opt-out rights (§7221(l)) and require that businesses 
enumerate “The right not to be retaliated against” in their privacy policy provided to consumers (§7011(e)(2)(H)). Not 
performing a requested service without the use of ADMT would likely be considered “retaliation,” leaving companies to 
navigate impractical options.  

2 See the State of the Startup Ecosystem, 5, 16-18 Engine (Apr. 2021), 
https://static1.squarespace.com/static/571681753c44d835a440c8b5/t/60819983b7f8be1a2a99972d/1619106194054/T 
he+State+of+the+Startup+Ecosystem.pdf; Review of early-stage companies on data platform Crunchbase, 
https://www.crunchbase.com/. 
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market. These costs are not insignificant and should be accounted for, making the true economic 
costs of the regulations much higher than included estimates. 

Another cost to California consumers and businesses is that the regulations will dissuade startups 
from offering or selling services to them. For example, consider an ADMT that uses data from a 
consumer-worn device to detect medical events (like accidental falls or cardiac events) and dispatch 
emergency aid if necessary. It's hard to imagine how such a product could function were a consumer 
of this product to opt-out of ADMT altogether. Would the company’s only option to avoid running 
afoul of “non-retaliation” be to have a human monitoring the consumer’s data 24/7 looking for falls 
and heart attacks? That is not practical and unlikely to be effective. And because a company cannot 
“retaliate,” i.e., not offer the service to consumers choosing to opt-out, the company would be 
forced not to offer the product in the first place. 

Finally the regulations are likely to produce knock-on impacts upon businesses. For example, 
opt-outs of profiling will diminish the ability of businesses to advertise to customers with whom 
they already have a relationship. Meanwhile, by increasing costs and diminishing startup 
competitiveness, the regulations will reduce availability and increase prices for ADMT 
services—negatively impacting businesses that rely on these tools. 

The proposed regulations may lead to consequences contrary to CPPA goals. 

Startups in AI look to industry best practices as they develop and deploy their products, including 
ADMTs, but adherence to some of these best practices may be undermined by the regulations. Many 
startups that offer ADMTs design their services to have a “human-in-the-loop,” meaning a person is 
involved in the decisionmaking process aided by AI. Human-in-the-loop design is generally thought 
to carry many benefits, including for increased transparency, effectiveness, and human agency.7 

Language in the regulations—which cover ADMTs that “substantially facilitate”8 human 
decisionmaking—is broad in scope and preempts (and therefore may disincent9 use of) 
human-in-the loop design. 

Some consumer rights created by the regulations could lead to less accurate AI products in the 
marketplace. For example, opt-outs of training may worsen the efficacy of ADMTs by making the 
pool of training data smaller and less diverse. Consider again an ADMT that uses data from a 
consumer-worn device to detect medical events (like accidental falls or cardiac events) and dispatch 
emergency aid if necessary. Such an ADMT can only be trained on real fall or cardiac 
data—simulated falls from actors or synthetic heartbeat data is not an alternative because it would 

9 The rules will change the choice set for impacted businesses. This especially true for resource constrained organizations 
(e.g., who may need to redirect human resources to facilitating opt-outs), leading to an increase in fully-automated 
decisionmaking rather than human-in-the-loop. 

8 Proposed text at §7001(f). 

7 See, e.g., Ge Wang, Humans in the Loop: The Design of Interactive AI Systems, Stanford HAI (Oct. 20, 2019), 
https://hai.stanford.edu/news/humans-loop-design-interactive-ai-systems (discussing “Benefits of 
Human-in-the-Loop”).  
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lead to inaccurate results. Reducing the training data pool through opt-outs would worsen the quality 
and accuracy of the ADMT and worsen health outcomes.  

Finally, the ability for CPPA regulations to become enforceable with immediate effect10 belies 
socially desirable goals of thoughtful and successful implementation. While parts of the regulations 
related to cybersecurity and risk assessments do have 24-month timelines to perform initial audits or 
assessments,11 the ADMT regulations do not have any such considerations. The proposed 
regulations mark a sharp departure from the status quo in many ways owing to the new notices and 
processes to be required of businesses. Careful and meaningful compliance with the regulations, if 
adopted in their current form, will take considerable time and monetary resources as businesses 
digest the regulations, and work with legal and technical teams to craft and implement required 
notices and processes. These burdens will fall hardest on smaller businesses, who do not have 
in-house legal counsel, and who have a small team of engineers that will be pulled in to 
implementation (and away from critical startup activities like product development). We encourage 
significant changes to the regulations, not least of these should be adequate time for implementation. 

* * * 

We appreciate you considering our comments on the proposed regulations. We urge you to take into 
account the practical impacts of the proposed regulations for startups in California and beyond. As 
you continue weighing the proposed text, we encourage you to involve startups that stand to be 
negatively impacted and make significant changes ahead of proceeding with future steps of the 
rulemaking process.  

Sincerely,  

Engine  

Engine Advocacy 
700 Pennsylvania Ave. SE 
Washington, D.C. 20003 

11 See, e.g., Proposed Text at §7121, §7155, §7157. 

10 California Privacy Protection Agency v. Super. Ct., Cal. Ct. App. 3d. (2024), 
https://www4.courts.ca.gov/opinions/archive/C099130.PDF.   
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From: Zach Lilly <ZLilly@netchoice.org> 
Sent: Tuesday, January 14, 2025 11:07 AM 
To: Regulations@CPPA 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Attachments: NetChoice CPPA NPRM Comment.pdf 

This Message Is From an Untrusted Sender 

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless you 
recognize the sender's email. 

Report Suspicious 

To whom it may concern, 

I am submitting on behalf of my organization, NetChoice, the attached document in response to the 
CPPA's request for public comment.   

Thank you for the opportunity to participate in the process. 

Best, 
Zach 

Zach Lilly 
Deputy Director of State and Federal Affairs 
zlilly@netchoice.org 
425-420-8167 

mailto:zlilly@netchoice.org
mailto:ZLilly@netchoice.org


NetChoice Comments to the California Privacy Protection Agency: 

Proposed Regulations on CCPA Updates: Automated Decisionmaking Technology 

Zachary Lilly 
Deputy Director of State & Federal Affairs 

January 14, 2025 



Introduction  

NetChoice1 is a trade association of leading e-commerce and online companies 
promoting the value, convenience, and choice of internet business models. Our mission 
is to make the internet safe for free enterprise and free expression. 

We work to promote the integrity and availability of the global internet and are 
significantly engaged in the states, in Washington, and in international internet 
governance organizations. 

NetChoice appreciates the opportunity to respond to the California Privacy Protection 
Agency’s (CPPA) proposed regulations. We will focus particularly on rulemaking related 
to Automated Decisionmaking Technology (ADMT), as it is of particular interest to the 
burgeoning artificial intelligence (AI) sector and is beyond the legal scope of the CPPA’s 
authority. While we disagree with most of the proposed regulations offered by the CPPA, 
we recognize the importance of this conversation and stand willing to engage with any 
interested parties moving forward.  

Privacy is an incredibly challenging and vital area for policy making. It is important to 
consumers and carries with it significant trade-offs. Privacy legislation has presented 
such a challenge that the federal government has remained largely paralyzed even 
while there has been bipartisan interest to act. That is in part why the United States is 
currently governed by a patchwork of state-led data privacy statutes. This includes 
California. Before we launch into the specifics of the NPRM, NetChoice wishes to 
reiterate our belief that the only productive, genuinely protective path forward is a single, 
preemptive, federal data privacy law. Anything less invites untold layers of confusing 
and conflicting regulation. 

Advocating for a streamlined privacy regime is not simply pro-business. Ultimately, a 
privacy framework is only successful if it is accessible to the consumers that rely on it. 
The rights or benefits that a framework bequeath to the consumer must be easy to 
understand and, ideally, travel with them wherever they go. Likewise, the easier for 
businesses of all sizes a privacy law is to comply with, the more empowered consumers 
actually are. A privacy labyrinth, one that this NPRM would expand, undermines the 
goal of improving outcomes for California consumers. 

1 The views expressed here do not necessarily represent the views of every NetChoice member 
company. 

                                                    1 



AI is Already Regulated 

While some have called for extensive new regulations on AI, including the proposals in 
this NPRM, the reality is that this technology is already subject to a wide array of 
existing laws and regulatory frameworks. Any AI system must comply with the same 
rules as any other technology or business practice in its sector. This means that AI 
applications in healthcare are regulated by HIPAA and FDA guidelines, AI in finance is 
subject to FCRA and ECOA, and AI in education must adhere to FERPA. The notion 
that AI will inhabit some kind of lawless Wild West is simply false.  

Additionally, the federal government has already made intentional lying about the time, 
manner, or place of an election to prevent qualified voters from voting a crime. This 
means the government is free to go after individuals publishing deepfakes that seek to 
subvert election integrity. Moreover, existing consumer protection laws, such as the FTC 
Act’s prohibition on unfair and deceptive practices, already provide robust safeguards 
against AI systems that might mislead consumers or otherwise cause them harm. 

To be clear, this is not to say that every conceivable AI harm is perfectly addressed by 
current law, or that thoughtful, targeted updates may not be warranted in certain areas. 
But the core frameworks for regulating the responsible development and use of AI are 
very much in place today. Policymakers and the public can take comfort in the fact that 
our existing legal structures are, by and large, well-equipped to prevent and remedy the 
highest-risk AI failures. 

At the end of 2024, the Bipartisan House Task Force on AI ( House Task Force) 
released a wide-ranging report.2 This bipartisan group of legislators had been tasked by 
Speaker Johnson and Leader Jefferies with promoting the development of American AI 
while accounting for potential harms. The report is striking not simply for its bipartisan 
tone and substance but because of its regulatory humility. It calls for a restrained, 
incremental and sectoral approach to regulating AI while avoiding sweeping regulatory 
regimes like the one being considered here by the CPPA. We highly recommend that 
anyone interested in AI policymaking read the task force report in its entirety and we will 
address the report further in this comment.  

Before rushing to pass sweeping new AI-specific regulations, we should think carefully 
about how they would interact with this dense, overlapping web of existing rules. The 
goal should be to strategically fill discrete gaps, not to create a redundant layer of AI law 
that could impede innovation while adding marginal protection for the public. 

2 Bipartisan House Task Force Report on Artificial Intelligence (report), December 2024  

                                                    2 

https://republicans-science.house.gov/_cache/files/a/a/aa2ee12f-8f0c-46a3-8ff8-8e4215d6a72b/E4AF21104CB138F3127D8FF7EA71A393.ai-task-force-report-final.pdf


Overbroad Definitions Harm Consumers 

In the NPRM, the CPPA defines ADMT as “any technology that processes personal 
information and uses computation to execute a decision, replace human 
decisionmaking, or substantially facilitate human decisionmaking.” This is, to put it 
plainly, a catastrophically unsophisticated definition of the types of technology that the 
CPPA wishes to capture under its proposed regulatory framework.  

The House Task Force, in the segment of its AI report entitled “Data Privacy,” calls for 
continued “access to privacy-enhanced data” and demands Congress act in a 
“technology-neutral” way.”3 

The CPPA proposes to break any sort of technologically neutral posture here. It 
identifies AI, particularly and peculiarly defined, as a specific target, as opposed to 
identifying and mitigating against specific harms. In doing so, the CPPA fails to 
recognize AI for what it is: a broad marketing term that encompasses many different, 
independent technologies. By breaking neutrality and casting a wide net, the CPPA 
would begin regulation of a virtually unknowable number of technologies and 
applications. Under the proposed definition of ADMT, an excel spreadsheet being used 
by a local accounting firm could rather easily qualify. Instead of protecting the privacy of 
California citizens, this proposed language is far more likely to burden small companies, 
drive more job creators out of the state, and make cutting edge AI goods and services 
less beneficial to consumers.   

The NPRM also provides an overbroad definition for a new legal term of art: “behavioral 
advertising.” While existing privacy legislation has dealt with the sharing of customer 
data across platforms or advertisers, this would be a novel attempt to restrict the use of 
customer data to advertise to one’s own customers. To be clear, this appears to be an 
attempt to undermine, if not outright eliminate, first-party advertisement. That would 
mean businesses would struggle to advertise on their own sites, about their own 
products, to their own customers who are choosing to shop with them. Such a vague 
definition of “behavioral advertising” is a striking burden on commercial speech 
protected by the Constitution. It should be made clear that such a regulation very likely 
violates the First Amendment and would be ripe for challenge if enacted.   

It should also be noted that such a regulation would in no way benefit California 
consumers. A move by the CPPA to undermine online advertising would instead harm 
internet users. If enacted in the extreme, and first-party advertising was genuinely 
impaired, many online platforms would have to be entirely reworked, likely leading to 

3 Bipartisan House Task Force Report on Artificial Intelligence, December 2024, page 38 
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negatively impacted services and a degraded customer experience. Even if some 
middle ground is struck, how is a consumer better off when a store they trust can’t let 
them know about products or deals relevant to them?  

Advertising alerts consumers to better deals, products they are interested in, and helps 
to make many services across the internet ecosystem affordable or lower cost. 
Undermining that system is a de facto tax on every single Californian. That is in addition 
to the reported cost of the NPRM: $3.4 billion while affecting 52,326 businesses.4 The 
impact statement also recognizes that the proposed changes will make California 
businesses less competitive compared to out-of-state competitors and may drive some 
businesses out of the state.5 Small businesses and taxpayers can’t afford that type of 
destructive regulation. 

Beyond CPPA’s Authority 

What is notable about much of the NPRM related to ADMT is its focus on issues 
peripheral to privacy. The CPPA, like any other government entity, possesses a limited 
scope of authority. It cannot reimagine that authority as new issues become interesting 
to it. This is especially true of burgeoning technologies or policy choices where the 
side-effects could be economically calamitous. 

The attempt to regulate general computation, defined as ADMT, is straightforwardly 
outside the plain text of CPPA’s mandate. It is hard to imagine that even the most 
aggressive champion of the agency would understand its authority to encompass nearly 
all technology and applications of those technologies from the past half century. To 
avoid this pitfall, the CPPA should avoid weighing in on specific technologies and, as 
stated previously, focus instead on particular consumer harms to privacy.  

The provisions related to advertising are similarly fraught. Again, advertising is not listed 
in statute amongst the sort of regulations the agency is invited to construct.6 Moreover, 
this type of advertising regulation is expressly at odds with the CPPA’s statutory 
authority. The framework enacted by the California Consumer Privacy Act gave 
California consumers the right to opt-out of certain cross-context behavioral advertising 
while allowing other types of advertising, like first-party and contextual. This change 
would go beyond CPPA’s express authority and upend a significant portion of the digital 
economy. 

6 Cal. Civ. Code §1798.185  
5 Ibid 
4 Economic and Fiscal Impact Statement 
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Conclusion 

NetChoice remains dedicated to improving the privacy landscape for all Americans. We 
have consistently called for robust, comprehensive data privacy legislation at the federal 
level and we remain confident that such an approach remains the best option available 
to policymakers. 

A strong privacy regime should not, however, undermine the competitiveness of small 
businesses, the buying power of California consumers, or diminish the innovative 
potential of America’s free market economy. AI has been around for a long time, but 
many of the applications are new and will present unique challenges. Many of those 
challenges will be easily addressed by existing law but a few of them will require new 
policy solutions. We should not lose sight of the fact that AI may also be the solution to 
many privacy-related concerns. Hamstringing potential solutions in the name of privacy 
would be a disappointing, if not fitting outcome for the regulatory process.  

As the legislature in California as well as the Congress in Washington continue to 
litigate the intersection of privacy and AI, we respectfully ask that the CPPA exercise 
regulatory humility and avoid some of the more onerous regulations proposed in the 
NPRM. Again, we appreciate the opportunity to participate in this process and are 
happy to discuss our concerns with you further. 
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Hello, 

Here are my comments. Feel free to reach out with any questions 

Onwards, 

Dmitriy Kruglyak 
Broker-in-Charge, MarketWhiffs, Inc. 
650-329-0397 | agent@kruglyak.com 
https://BayAreaHomeBuyingGuide.com 
DRE# 02096470 | Real Estate Gone Social 
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Book a FREE Real Estate Consultation with me! 
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use of the individual or entity to which the email is addressed. If the reader of this message is not the intended recipient or the employee or agent 
responsible to deliver it to the intended recipient, that person is hereby notified that any dissemination, distribution or copying of this communication is 
prohibited. If you have received this communication in error, please notify us as soon as possible by telephone (collect calls will be accepted). Thank you 
for your cooperation and assistance. 
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MarketWhiffs, Inc. is a technology start-up operating as a real estate brokerage. We are 
preparing to launch a social platform, designed around real estate that blends common types of 
social functionality with real estate listings, and includes a fair amount of ADMT functionality 
built upon AI. This gives us a unique perspective on how CPPA may impact innovative 
pro-consumer startups operating in highly regulated industries 

We are very concerned about the ways proposed regulations may harm innovation 

Now, here are the specific comments and concerns: 

1. Clarification on "Sharing" and Third-Party Analytics: 

● The definition of "sharing" under the CCPA, particularly regarding its application to 
third-party analytics platforms like Google Analytics, requires more clarity 

● The current language could be interpreted to include even basic analytics usage, where 
data is collected but not directly used for advertising on the business’s platform. 

● Request a clearer distinction between the use of analytics data solely for internal 
purposes vs. cross-context behavioral advertising. The regulations should specify what 
constitutes "cross-context behavioral advertising" and how it applies to platforms like 
Google Analytics or other tracking platforms 

● The regulations need to specify how the use of de-identified or aggregated data by third 
party analytics platforms is considered and whether this is also considered "sharing," or 
whether "sharing" only applies to data that can be associated with an identifiable user 

● Request a specific carve-out or safe harbor for the use of third-party analytics where 
the business does not use the collected data for its own advertising purposes and the data 
is not used to build profiles for advertising on other platforms. This would avoid imposing 

stringent compliance requirements on businesses that are simply trying to understand their 
audience 

● IN ADDITION WE WANT A “CARVE-OUT”/”SAFE HARBOR” FOR SHARING PERSONAL 
INFORMATION WITHIN THE CONTEXT OF USER INTERACTION IN A SOCIAL 
NETWORK (E.G. SHOWING USER’S NAME/ PHOTO IN A GROUP CHAT) 

2. Practicality of Opt-Out Mechanisms: 

● The regulations should address the practicality of implementing and maintaining a "Do Not 
Sell or Share My Personal Information" link, as well as other required opt-out mechanisms. 

● Ensure that any requirements are feasible for small and medium-sized businesses. 
● Request clarification on how to handle situations where third-party platforms update 

their practices and how that affects a business’s compliance requirements. 
● The regulations should provide clearer instructions on how to implement opt-out preference 

signals and how they interact with other methods to opt out 
● Request clearer guidance on the technical specifications and standards to which 

opt-out signals must adhere to be considered valid. 



3. Service Provider Contracts: 

● The regulations should address the limitations of enforcing compliance through contracts 
with third parties 

● It is important to ensure that the regulations acknowledge the fact that a business has 
limited control over how third parties that have access to their consumer data behave, 
despite contractual obligations 

● It should be clarified how a business should proceed if a service provider, despite the terms 
of the contract, violates CCPA. 

● Request guidance on standard contract language to ensure compliance without 
imposing disproportionate liability for third-party actions. 

● There should be a requirement for service providers to inform a business when they can no 
longer meet their obligations under the CCPA 

● There should be a clarification about what constitutes "reasonable and appropriate steps" 
to ensure that the service provider is using the data as required by the contract 

4. Notice at Collection: 

● The regulations should offer practical guidance for providing "Notice at Collection," 

especially in various contexts such as website, mobile apps and connected devices. 
● Request flexible options that account for the diverse ways that businesses collect 

data, including specific guidelines for providing these notices when personal information is 
collected over the phone or through other offline channels. 

● The regulations should clarify how notices at collection should be provided when third 
parties are also collecting personal information on your website. 

● IN PARTICULAR WE WANT TO ENSURE ALL THE NOTICE REQUIREMENTS CAN BE 
FULFILLED IN A SINGLE STEP WHEN USER ACCEPTS THE TERMS OF SERVICE 

5. Data Minimization: 

● The regulations should encourage the collection of only the minimum personal information 

necessary for a specific purpose. 
● Request that the regulations emphasize that businesses should only collect personal 

information that is directly related to an activity, for example, collecting an email 
address only if required for a particular service. 

● This should be explicitly stated to prevent the collection of unnecessary data that could 
trigger compliance requirements without clear business benefits. 

6. Reasonable Security Measures: 



● The regulations should define what constitutes "reasonable security measures" for 
transmitting information to consumers in response to a request to access data. 

● Request clarification on specific security protocols and standards that a business can 
implement. 

● The regulations should specify a minimum security standard a business must maintain when 
transmitting data to consumers in response to a request. 

● The regulations should provide guidance on what security measures are appropriate for 
various sizes and types of businesses. 

7. Verification of Requests:  

● The regulations should clarify how a business should respond if a requestor is unable to 
provide the data necessary for the business to verify their request. 

● Request clearer guidance on what constitutes "reasonable" or "reasonably high" 

degrees of certainty when verifying a consumer's identity, and how businesses can 
implement these measures without undue burden. 

● The regulation should also clarify what is a reasonable time frame for implementing these 
verification procedures. 

8. Disproportionate Effort: 

● The regulations should clarify what is considered “disproportionate effort” when responding 

to consumer requests. 
● Request clear examples and thresholds to help businesses determine when they can 

legitimately claim disproportionate effort. 
● It should be made clear if the cost to the business or other measures of resources required 

to comply with the regulations can be considered in determination of "disproportionate 
effort." 

9. Automated Decision Making Technology: 

● Request clarification on the definition of "automated decision making technology" and 
how this definition applies to specific scenarios 

● Clarification is needed on the criteria for determining what constitutes a "significant 
decision" concerning a consumer.  

● Provide clear and specific examples for the types of business activities that fall under this 
definition. 

● IN PARTICULAR WE WANT A “CARVE-OUT”/”SAFE HARBOR” TO REDUCE BURDENS 

OF OPERATING A SIMPLE AI CHATBOT, BASED ON A COMMERCIAL LLM 



10. Cybersecurity Audits: 

● The regulations should clarify what constitutes a "qualified, objective, independent 
professional" when conducting a cybersecurity audit. 

● The regulations should also clarify what constitutes a "significant risk to consumers' 
security" as it pertains to the requirement for a cybersecurity audit. 

● Request clarification on whether a business can rely on a third-party audit for their own 
cybersecurity audit requirement 

11. Risk Assessments 

● Request clarification on the criteria used to determine when a business's processing 
of consumer personal information presents significant risk to consumers' privacy 

which would trigger the requirement to conduct a risk assessment.  
● Clarify if a single risk assessment can be used for similar types of processing of consumer 

data, or if separate risk assessments are required for each new or updated use of personal 
data.  

● The regulations should clarify what constitutes a "material change" that would require an 
update to an existing risk assessment.  

● Request clarity on what criteria to use when assessing negative impacts to 
consumers' privacy, as this can be highly subjective and challenging to assess objectively.  

● Clarify if the business is required to maintain risk assessments even if a processing activity 
is discontinued, and for how long. 

12. Consistency with other Laws: 

● Ensure that the regulations are harmonized with other relevant privacy laws and regulations, 
both at the state and federal levels. 

● Request a clear articulation of how the CPPA regulations interact with other laws, to 
avoid creating conflicting compliance requirements. 





Chair Urban 

California Privacy Protection Agency 

ATTN: PRA Coordinator 

2101 Arena Blvd 

Sacramento, CA 95834 

January 14, 2025 

Dear Chair Urban, 

As Members of the California Congressional Delegation, we believe Artificial Intelligence (AI) 

will be the most revolutionary technology of our generation. It is poised to transform every 

industry and sector of our economy and bring new gains in worker productivity that will increase 

prosperity for all. However, like any technological advancement, AI will not come without risks, 

but the risks of AI will be rooted in the way humans apply this technology, not in the technology 

itself. These risks will be unique to each use case of AI. We believe that attempting to 

prematurely regulate AI in a broad manner that is not tied to the context of its use would be 

destructive to both California’s economy and to America’s global AI leadership. 

That is why we believe that your recent proposed regulations to address automated decision-

making technology (ADMT) would jeopardize our state and national leadership in 

AI. Stretching your regulatory remit to capture this specific nascent technology instead of 

focusing on outcomes that directly impact consumers runs contrary to your charter and will 

distract attention away from more direct privacy matters. To echo the words of Governor 

Newsom, “Safety protocols must be adopted. Proactive guardrails should be implemented, and 

severe consequences for bad actors must be clear and enforceable. I do not agree, however, that 

to keep the public safe, we must settle for a solution that is not informed by an empirical 

trajectory analysis of Al systems and capabilities.” 

Congress has been vigorously studying the issue of AI regulation during the 118th Congress. The 

Senate conducted nine bipartisan AI Insight Forums with a wide variety of stakeholders. The 

House of Representatives has recently published its own bipartisan AI Taskforce Report, which 

includes dozens of key findings and recommendations for how the federal government can 

ensure we capture the benefits of AI while mitigating its risks. A key finding of both chambers 

in their work is the need for incrementalism in lawmaking to address concerns with AI as they 

arise naturally. Congressional Committees have also been conducting their own hearings to 

learn how they may need to legislate on AI in an appropriately narrow scope. We expect further 

action in the coming 119th Congress. 

There are certainly narrowly tailored issues concerning AI that the various states have the 

authority to address. However, by moving forward with the sweeping regulations you have 

proposed, you risk creating a fractured regulatory landscape between California and the rest of 

the country. AI is inherently an interstate commerce issue, and the broad regulation of AI in 

general is therefore reserved by the U.S. Constitution to Congress, not the individual 

states. Your actions also risk having other states take similar actions that would quickly create a 
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Grenda, Rianna@CPPA 

From: Peter Goldson 
Sent: Thursday, January 23, 2025 7:58 AM 
To: Regulations@CPPA 
Subject: CCPA Proposed Regulations Comments 
Attachments: CCPA Proposed Regualtion Comments.pdf 

This Message Is From an Untrusted Sender 

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless you 
recognize the sender's email.   

  Report Suspicious 

Attached, please find my comments to the proposed CPPA regulation.. 

Thank you 



Comment Submission in Response to the 
California Privacy Protection Agency’s 
Notice of Proposed Rulemaking 
To Whom It May Concern, 

I am writing to provide my comments regarding the California Privacy Protection Agency’s (CPPA) 
Notice of Proposed Rulemaking (NPRM) concerning amendments to the existing California 
Consumer Privacy Act (CCPA) regulations. 

Introduction 
The CCPA has been instrumental in granting California residents greater control over their personal 
data. As a concerned citizen and stakeholder, I appreciate the efforts of the CPPA to continuously 
refine and improve these regulations to better protect consumer privacy. 

Concerns Regarding “Significant Decisions”. 
While the proposed amendments are commendable, I have concerns regarding the language 
contain in Section 7150 discussion of processing activities that present significant risks to 
consumers. In particular, Subsection 3(A) identifies a “significant decision” as 

a decision using information … that results in access to, or the provision or denial of, 
financial or lending services, housing, insurance, education enrollment or opportunity, 
criminal justice (e.g., posting of bail bonds), employment or independent contracting 
opportunities or compensation, healthcare services, or essential goods or services (e.g., 
groceries, medicine, hygiene products, or fuel). 

My concern is that the additional language in Article 12 could be read to exempt insurers who use 
automated decision making from the Risk Assessment requirements set forth in the proposed 
regulation. 

While the Gramm-Leach-Bliley Act (“GLB Act”) provides a baseline of data protection for 
consumers with respect to insurance and financial companies, it was adopted before companies 
could deploy large scale automated decision-making technology. Under the proposed regulation, 
insurers and financial services could read the regulation as permitting the use of consumer 
personal data, which in most instances was not collected under a privacy notice that anticipated 
this use, to create or be subject to automated decision making systems that would not need to 
undergo a risk assessment. 

While it is understandable that automated decision making tools be utilized, the fact that the 
underlying personal data either being reviewed by the system, or that is used to train the system, is 
protected only by GLB Act protections, creates a situation where significant decisions involving 



access to financial services or insurance is essentially unregulated because the GLB Act is silent on 
this issue. It should be made clear that the regulation requires Risk Assessments in the financial 
services and insurance context because the GLB Act does not impose its own, similar requirement. 

The final language in Section 7150 should therefore clarify that all significant decisions that utilize 
personal data, even if “protected” by the GLB Act, is still subject to the Risk Assessment 
requirements of the regulation. 

Conclusion 
In conclusion, I commend the CPPA for its ongoing efforts to enhance consumer privacy 
protections through the proposed amendments to the CCPA regulations. I urge the Agency to 
consider the potential impact on individuals from unregulated automated decision making 
decisions for financial services or insurance. 

Thank you for considering my comments. 

Sincerely, 

Peter Goldson 
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Grenda, Rianna@CPPA 

From: Marie-Charlotte BOUQUET <mariecharlotte@idside.eu> 
Sent: Monday, January 20, 2025 7:08 AM 
To: Regulations@CPPA 
Subject: Public Comment on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
Attachments: CCPA PUBLIC CONSULTATION Consent-IDside inputs.pdf 

This Message Is From an Untrusted Sender 

Warning: This email originated from outside of the organization! Do not click links, open attachments, or reply, unless you 
recognize the sender's email.   

  Report Suspicious 

Dear CCPA team in charge,   

Please find attached ID side comments on CCPA Updates, Cyber, Risk, ADMT, and Insurance Regulations 
focusing mainly on opt-out signals and consent provisions.   

Marie-Charlotte BOUQUET 
ID side Principal & Research Lead 

         
To set my Privacy right(s) 

https://mariecharlotte@idside.eu
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CONTRIBUTION OF ID side to CCPA PUBLIC CONSULTATION ON THE 

“PROPOSED TEXT (CCPA Updates, Cyber, Risk, ADMT, and Insurance 
Regulations)” 

1. Our Organization in a nutshell 

ID side is a French independent start-up created in 2019, right after the adoption of the GDPR in EU, 
by 3 associates: an expert in Privacy (Marie-Charlotte Roques-Bonnet, 20 years’ experience), an expert 
in Security (Alain Pannetrat, 20 years’ experience) and a Data visualisation expert (Damien Bouquet, 
15 years’ experience). 

We created ID side with the objective to give control back to internet users over commercial targeting 
online, empower them to set their privacy Choices in few clicks & share their specific commercial 
interests seamlessly online. Our goal is to foster ethically & environmentally sustainable business 
models and facilitate qualitative exchanges between individuals and the Companies they trust or like. 

The objective of ID side is also to help anyone effectively set their choices online (i.e. regarding Privacy, 
Safety, commercial preferences or Artificial Intelligence) and exercise their privacy rights seamlessly 
and automatically. 

After years of Research and patenting our Tech, including in the US, we decided in 2024 to shift our 
main focus from at tool automatically sharing our reasonable expectations regarding “Cookie banners” 
(see our PoC on idside.eu / and the page idside.eu/cookies) to: 

- Designing the second prototype for our “Personal Data Choices Management Platform” with 
the view of “sandboxing” it; 

- launching a new “personal and private marketplace” -to be rolled out in February- so that 
individuals can easily set their commercial & algorithmic preferences (ID side app on iOS and 
Android). 

On the long-run, ID side promotes an alternative and user-centric approach to online commercial 
targeting that we call the Light Web. In 2020, online commercial personalisation & ad targeting worked 
as follows: 

• My data is collected online 24/7. 

• It is sold so that ads get better directed to me. 

• Companies sell such data without giving me control. 

With ID side, and the Light Web model, individuals are empowered to take control over their data & 
ads displayed to them. They decide: 

• How they want personal data to be collected online (our cookie banners extension). 

• By Whom, When and How they want to be targeted (our personal & private marketplace). 

• Which Companies they want to create a trusted relation with. 

https://www.linkedin.com/in/dr-marie-charlotte-roques-bonnet-01274a2b/
https://www.linkedin.com/in/pannetrat/
https://www.linkedin.com/in/damien-bouquet-5b479ab4/
mailto:https://www.idside.eu/
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In conclusion, our Research, Proof of Concepts (auto-filling of cookie banners) and latest prototypes (a 
personal and private marketplace) promote the Light Web, that is to say a digital business model in 
which there are less data collected “in my back”, I have more control on targeting & ads and companies 
unleash the benefits of an alternative ethically & environmentally sustainable model. 

2. Why is it relevant for ID side to contribute to CCPA Public consultation? 

ID side team has a sound expertise in data protection and struggles to advance digital fundamental 
rights’ state of the art tools -specifically with regards to individual-choices-automatic-sharing-online. 
Its “Personal Data Choices Management Platform” is designed to empower internet users to share opt-
out signals about any individual choice or right (regarding Privacy, AI, safety or any other right) and 
their commercial preferences (into brands, products, sectors), which is part of the mechanisms that 
could be relevant to this consultation. 

Separately, our team noted in “7025. Opt-out Preference Signals” (a) (2) that “The configuration or 
disclosure does not need to be tailored only to California or to refer to California”. In the light of our 
germinating exchanges with DAA about Webchoices 2.0 Token ID, we considered it was relevant to 
share about our Technology and prototypes.  

3. Consultation scope & specific provisions at stake 

ID side team recognizes the significance of the consultation and the CCPA's role in advancing privacy 
rights globally. We also express appreciation for the opportunity to provide feedback specifically about 
“Opt-out preference signals” and consumer consent & rights online. 

To our view, this consultation is a vital step toward ensuring robust consumer privacy protections 
worldwide while fostering transparency and trust between consumers and businesses. 

Our contribution will mainly focus on 3 topics, specifically tied to our “niche” expertise: 

1. Consumer consent: “§ 7004. Requirements for Methods for Submitting CCPA Requests and 
Obtaining Consumer Consent”, and specifically (a) (2) (C), (a) (3) (C) & (D), (a) (4) (A) & (a) (4) 
(C), (5) and 5(C). 

2. Sharing of preferences signal online: “7025. Opt-out Preference Signals” , and specifically 
(a)(2), (c) (2), (7) (C), (7) (E). 

3. Automatic submission of individual requests: “§ 7026. Requests to Opt-out of Sale/Sharing”, 
specifically (a) (2), (a) (4), (b), (c), (j), “§ 7027. Requests to Limit Use and Disclosure of Sensitive 
Personal Information”, specifically (a), (b) (1), (b) (2), (b) (3) and (c) (5) and “§ 7028. Requests 
to Opt-in After Opting-out of the Sale or Sharing of Personal Information or Limiting the Use 
and Disclosure of Sensitive Personal Information” (b). 

4. Our Objective: bringing a practical view and sharing about state-of-the-art Tech available in the 
US and internationally 

In this submission, ID side team would like to provide feedback on the implementation of opt-out rights 
and, beyond those of any right online, but also the automatic sharing of reasonable expectations, 
choices or preferences in a state-of-the-art and seamless way for individuals. Part of our team has 
formerly worked for Privacy regulators (i.e. CNIL in France) and would be keen on contributing to a 
consistent understanding of what Tech-enabled-consent tools should look like. 

https://patentscope.wipo.int/search/en/detail.jsf?docId=US392996960&_cid=P11-M5W7QP-38145-1


ADMT (opt-out & consumers’ rights) 

Page 3 of 13 

We hope this contribution will provide practical insights and align with the shared goal of ensuring 
strong privacy protections for consumers while enabling businesses to operate effectively within 
California's innovative economy. 

5. Our Contribution & comments in detail 

A. Consumer consent: § 7004. Requirements for Methods for Submitting CCPA Requests and 
Obtaining Consumer Consent 

1/ As set in (a) (2) (C), “Framing the consumer’s options in this manner impairs the consumer’s ability 
to make a choice”, ID side team respectively suggests that CCPA teams would envisage alternative 
techniques that could be put at the service of individuals online to empower them and give them the 
ability to make choices freely -as described in Appendix 1 of this contribution.   

2/ Based on (a) (3) (C) and (D), we respectively outline that any service that would be user-centric 
(starting from individuals’ choices cross-platforms, and their reasonable expectations, would help to 
affirmatively consent, avoid confusing individuals -whatever the design of buttons or choice 
architecture would be (“Businesses should also must not design their methods in a manner that would 
impair the consumer’s ability to exercise their choice because consent must be freely given, specific, 
informed, and unambiguous. Illustrative examples and requirements follow”). 

3/ Based on (a) (4) (A) -and (a) (4) (C), ID side provides an example of architecture that does not require 
" the consumer to click through disruptive screens before they are able to submit a request to opt-out 
of sale/sharing is a choice architecture that impairs or interferes with the consumer’s ability to exercise 
their choice”: the “Personal data choice management platform” (see PDCMPs’ full description in 
Appendix 1). 

Contrary to traditional “Consent management platform”, “Personal data choice management 
platforms” (like ID side) allow users to automatically share their by-default preferences regarding 
Privacy (i.e. by-default cookie choices) or commercial interests (i.e. contrary to all other companies 
they do not have an interest in -companies B, C and D- they would flag agreement to be tracked by 
company A because they like their products or sector (a) because ads from this sector would be 
relevant). 

In a first time, personal data choice management platforms allow users to share their individual 
reasonable expectations regarding for instance their personal data being sold or reused by first and 
third-party cookie providers. For instance, if an individual’s reasonable expectation is not to be tracked 
online except by Company A or for products and services of sector (a), only Company A or providers of 
products and services of sector (a) are entitled to send a consent request to the individual. They do 
not aim at collecting consumers’ consent but at streamlining consent requests that could be sent in 
a second time. 

Of course, all users of personal data choice management platforms are empowered to change and 
update their individual reasonable expectations over time, in few clicks. 

In a second time (that is to say only when consistent with the individual reasonable expectations set 
by individuals), first-party and third-party service providers online should be entitled to ask for a 
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valid consent (that is to say freely given, specific, informed, and unambiguous). This mechanism is the 
core feature that would help empower consumers and substantially reducing consent requests -also 
drastically reducing “consent fatigue” online because: 1. Consent requests are drastically reduced 
based on the reasonable expectations I share wherever I browse; 2. I monitor consent requests in a 
trusted platform centralising all consent requests to monitor. In ID side for instance, such consent could 
be sent by Company A or sector (a) providers to a targeted-consent “contact inbox” (or individual 
“spambox”) designed for individuals to be in capacity to read the specific information needed and 
validly consent, when they do have time and interest to do so. They would then freely agree to the 
processing of their personal data -or not. 

NB: “Consent management platforms” are a mechanism allowing people to consent at a given time, 
that is to say when individuals browse a website and are willing to access content. Such mechanisms 
are widely spread across the web. Importantly, they do not allow users to share their individual 
reasonable expectations in advance, nor to update those or to have those automatically and 
seamlessly shared as they browse. Most of all, they do not reduce the number of consent requests 
shared by first-party and third-party cookie providers, nor the time needed for individuals to consent 
(contrary to Personal data choice management platform, it is not when they are ready to do so, but 
only “on the fly” and as they browse). Therefore, by nature, such mechanisms do not, per se, a tool to 
collect freely given consent and do not address the consent fatigue problem. 

4/ Regarding (5), and the “Easy to execute” test, ID side stresses that businesses using PDCMPs do “not 
add unnecessary burden or friction to the process by which the consumer submits a CCPA request or 
provides or withdraws consent” but on the contrary substantially alleviate attention and steps needed. 
As Methods should “be tested to ensure that they are functional and do not undermine the consumer’s 
choice to submit the request”, we would respectively suggest adding an illustrative example about 
PDCMPs that would enhance interfaces can avoid having “the effect of substantially subverting or 
impairing user autonomy, decision making, or choice” ((5)(c)). 

B. Consumer Preferences: 7025. Opt-out Preference Signals. 

1/ As set in (a), “The purpose of an opt-out preference signal is to provide consumers with a simple and 
easy-to-use method by which consumers interacting with businesses online can automatically exercise 
their right to opt-out of sale/sharing”. We believe there is no easier method than PDCMPs that could 
help individuals share their preferences seamlessly. 

2/ As set in (c)(2), (7)(A), (7)(C) and (7)(E) examples, ID side team would also be keen on referring to 
PDCMPs’ mechanism. 

C. Consumer Requests: 7026. Requests to Opt-out of Sale/Sharing. 

1/ In (a) referring to “available technology, and ease of use by the consumer when determining which 
methods consumers may use to submit requests to opt-out of sale/sharing”, CCPA mentions that “at 
least one method offered shall reflect the manner in which the business primarily interacts with the 
consumer”. Illustrative examples could also include PDCMPs’ mechanism. 

2/ Regarding (j), ID side team does not fully grasp whether such § would impede or slow down the 
adoption of cross-platforms solutions that would benefit individuals online (such as PDCMPs) and 
respectfully invites drafters to consider less demanding/formal alternatives. 
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D. Consumer Requests: 7027. Requests to Limit Use and Disclosure of Sensitive Personal Information 

1/ In (a) and (b), ID side team invites to consider whether PDCMPs could count among the “two or 
more designated methods” to consider and expand its illustrative examples. 

2/ Such option seems to primarily align with the initial drafting consideration, taking into due 
consideration: 
- (3) (“Other methods for submitting requests to limit include, but are not limited to, a toll-free phone 
number, a designated email address, a form submitted in person, and a form submitted through the 
mail.”); 
- (c) (“A business’s methods for submitting requests to limit shall be easy for consumers to execute, 
shall require minimal steps, and shall comply with section 7004”). 

E. Consumer Requests: 7028. Requests to Opt-in After Opting-out of the Sale or Sharing of Personal 
Information or Limiting the Use and Disclosure of Sensitive Personal Information. 

1/ Finally, considering: “Requests to opt-in to sale or sharing of personal information and requests to 
opt-in to the use and disclosure of sensitive personal information shall use a two-step opt-in process 
whereby the consumer shall first, clearly request to opt-in and then second, separately confirm their 
choice to opt-in”, Appendix 1 here-below describes how the PDCMP model implements the 2 steps 
mechanism, starting from a user-centric handling of individual reasonable expectations and going back 
to a specific consent request by service providers online only when it makes sense -based on the 
reasonable expectations set by each individual. 

ID side team would be happy to provide more information or targeted insights as needed. 

6. “Online Consent: How to make it valid in practice?” – ID side draft contribution to IAPP Data 
Protection Engineering Board & online blog 

Should it shed light on ID side overall understanding of the challenges at stake, and appear to be useful 
to consider, our team takes the liberty to share an extract of its contribution to IAPP reflection on the 
topic of consent online & the exercise of individual rights in Appendix 2. 
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APPENDIX 1 - Additional background & information on ID side and the “Personal Data Choices 
Management Platform” (PDCMP) designed by ID side 

Additional background & information on ID side and the 
PDCMP designed by ID side 

ID side solution is architected to technically empower internet users and share their by-default choices 
wherever they browse (such choices could be Privacy, Safety, AI or commercial ones). 

Doing so, our solution reduces consent fatigue: because our tool technically empowers individuals to 
seamlessly and automatically share their Privacy & commercial reasonable expectations online, it 
allows them to receive streamlined consent requests from first-party and third-party providers (but 
also providers of URL and pixel tracking, local processing, tracking based on IP only, intermittent and 
mediated Internet of Things (IoT) reporting and unique Identifier). 

Few months ago, ID side substantially contributed to advancing discussions in EU in the frame of the 
“Cookie Pledge” initiative, notably presenting its “Proof of Concept” (PoC) to DG Connect and all 
participants. Within this EU framework, we count among those that inspired the drafting of Principle 
H of the Pledge: “Signals from applications providing consumers with the possibility to record their 
cookie preferences in advance […] will be accepted”. 

We also contributed to EDPB’s work on the Technical Scope of Art5(3) of ePrivacy Directive, which 
content is available online and that we take the liberty to summarise here-below. Our patent details 
are also available. Our team remains at your disposal to provide additional information. 

The Problem we address today 

https://commission.europa.eu/live-work-travel-eu/consumer-rights-and-complaints/enforcement-consumer-protection/cookie-pledge_en
https://www.edpb.europa.eu/sites/default/files/webform/public_consultation_reply/edpb-public-consultation-eprivacy-directive-id-side-fv.pdf
https://patentscope.wipo.int/search/en/detail.jsf?docId=US392996960&_cid=P11-M5W7QP-38145-1
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While creating ID side in 2019, notably with a former security expert from CNIL, we wanted to make 
consent definition as in rec. 32 GDPR (“a clear affirmative act establishing a freely given, specific, 
informed and unambiguous indication of the data subject's agreement”) applicable in practice. We 
wanted to give users real control over the way their (meta)data gets collected online, specifically 
because consent collection would be substantially streamlined, individuals would have time to read 
specific and relevant information and, then only, once they are ready, to freely consent. 

We started from the observation that actually today, no one validly consents for 3 reasons (on the top 
of imbalance of powers and “Pay or ok”). 
1/ Privacy policies (2012 Carnegie Mellon Research: 76 Working days to read privacy policies) and 
targeted Privacy information reading is just impossible. 
2/ Cookie banners bombing and requiring endless/complex validation and repetition of individuals’ 
basic choices often triggers “systematic acceptance” of any term & condition or privacy specification, 
just to “get rid of it” and be able to access content. 
3/ It is really difficult to find appropriate and effective privacy settings online: where are they? What 
controls am I actually given (potentially accessing also to a binary I accept/I do not use the service 
options or dark patterns’ requests)? 

Inspired by recital 68 of the GDPR and article 12 of the GDPR, we wanted to address this problem and 
empower internet users in practice and developed the solution we present you here below. It seems 
all the more necessary to put internet users in control in IoT/Data Spaces/metaverse environments in 
which most of our personal data is coded, embedded in an IoT mapping of our activities and a 360 
digital profile of each of us is likely to be established. 

How could compliance with GDPR bring more control to individuals, specifically online? Our view is 
that a mechanism is missing to empower individuals so that they have genuine control over their 
personal data processing online. This is ID Side’s quest: designing a tool that will help users exercise 
their privacy choices efficiently and seamlessly in practice. So that they have control on all personal 
data processing carried out based on their browsing. 

Our Proof of Concept and its impact on Consent online 

ID side is about making personal choices setting/monitoring possible, based on a tool or mechanism 
that is user-centric and cross-platform. Let’s take the example of cookie banners. In addition to dealing 
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with the issues we highlighted previously (too many privacy policies to read, too many settings, not 
enough time), ID side’s proposal is to start from the existing online business environment and help 
individuals: 

1. set their Privacy Choices by-default (that is to say their individual reasonable expectations) 
2. automatically & seamlessly share those choices, wherever they browse 
3. decide, when they are ready to so, and based on their personal interests at a the time, to 

consent to specific data processing. 

   

How does ID side work technically? 

The current & traditional model is summarised above -in summary: far too many websites, policies, 
settings along with potentially limited choices (accept/refuse) or dark patterns. 
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