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Revision of Insurance Privacy Statutes

The IIPPA is in the initial stages of being revised, and these revisions are likely to lead to
changes in the PNPI regulations. By way of background, the Department participates in the
National Association of Insurance Commissioners (“NAIC”), which serves as a regulatory
college and policy coordination body for the insurance commissioners of the states and territories
of the United States.” Among the NAIC functions is the development of Model Acts which
membership may adopt. California’s IIPPA is based on the NAIC Insurance Information and
Privacy Protection Model Act; NAIC Model Act #670.

The NAIC is in the process of soliciting regulator and stakeholder comments on revisions to
Model #670. For the last two years, CDI has participated in a working group of insurance
regulators charged with determining the applicable scope of privacy protections for insurance
consumers. The working group report is scheduled to be presented this December and will likely
recommend amendments to Model #670.

Because California’s [IPPA is based on Model #670, the IIPPA will likely be amended in the
next 2-4 years, after the adoption of revisions to the NAIC Model, or development of a new
model. The PNPI regulations are based on the IIPPA, and are also likely to be revised.

Due to the impending amendment of applicable insurance privacy statutes, the Department
respectfully requests that the Agency provide the Department with the opportunity to work with
the Agency before the adoption of any regulation that would implement the insurance privacy
subdivision of the Civil Code. Because the NAIC is actively working to amend Model #670,
which will affect the IIPPA and related PNPI regulations overseen by CDI, close coordination
between the Department and the Agency is critical. This will avoid duplicative efforts on the
part of the Agency and the Department, and promote certainty on the part of consumers and
regulated entities.

Cvbersecurity Audits, Risk Assessments, and Agency Audit Authority

As part of the September 22 Invitation for Preliminary Comment, the Agency requested
discussion on auditing and risk assessment by entities subject to Prop. 24, as well as audits to be
conducted by the Agency.

Internal Cybersecurity Audits and Risk Assessments

As part of the CDI PNPI regulations, insurance entities are required to design and implement an
information security program.® Such program is to be designed around the “CIA Triad” of
Confidentiality, Integrity, and Availability,” based on a risk assessment conducted by the entity?;

5 Due to the 1945 enactment of the McCarran-Ferguson Act (15 U.S.C. §1011 — 1015), regulation of the business of
insurance is generally reserved to the states.

610 CCR §2689.14.

710 CCR §2689.15.

810 CCR §2689.16.
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once established, entities are required to test and monitor their information security program,
consistent with intervals determined by the entity’s risk assessment.’

As discussed above, the Department expects the PNPI regulations will change, based on
revisions to NAIC Model #670 and the IIPPA. These changes to Model #670 will likely lead to
a change in law for many — if not all — insurance regulatory authorities within the United States
and its territories. Therefore, insofar as Civil Code section 1798.185, subdivision (a)(21) directs
the Agency to review existing Insurance Code provisions and regulations relating to consumer
privacy and also reaffirms the Insurance Commissioner’s jurisdiction over rates and pricing, the
Department respectfully requests the opportunity to work with the Agency before the adoption of
any regulation that would implement this subdivision of the Civil Code. Because the NAIC is
actively working to amend Model #670, which will affect the IIPPA and related PNPI
regulations overseen by CDI, close coordination between the Department and the Agency is
critical.

Agency Audit Authority

The Agency has the authority to: compel testimony and the production of books and records,
including during the exercise of the Agency’s audit authority'%; to develop regulations relating to
the exercise of the Agency’s audit authority!!; and to appoint a Chief Auditor. '2

The Department has broad authority to conduct examinations of all business and affairs of
regulated insurance entities,'® including special authority to examine the privacy practices of a
regulated entity,'* and audit an entity’s compliance with cybersecurity program requirements of
the PNPI regulations.!> CDI examination authority includes the ability to: conduct a full
examination of the affairs of a regulated entity, including compliance with all applicable laws;'
compel sworn testimony and production of books and records;!” and engage qualified outside
experts when necessary.'® The Department audits regulated entities’ privacy and security
compliance as part of the scheduled examinations done by the Department’s Market Conduct
Division.

6

The Department respectfully requests that, to the greatest extent possible, the Department and the
Agency endeavor to schedule audits of insurance entities to minimize duplicative efforts or
disruption to the entities being audited.

910 CCR §2689.17.

10 CIV §1798.199.65.

U CIV §1798.185(2)(18).
2 CTV §1798.199.40(f).
3INS §729, et seq.
“INS §791.14.

1510 CCR §2689.20.

16 NS §733.

17 INS §734.

18 INS §733.


https://1798.199.65



https://content.naic.org/cmte















https://digitalcontentnext.org/membership/members

for a business purpose specified by the business, or as otherwise permitted by this title, and shall
be prohibited from: (1) selling or sharing the personal information, or (2) retaining, using, or
disclosing such consumer’s personal information: (4) for any purpose other than for the specific
purpose of performing the services offered to the business, (B) outside of the direct business
relationship between the person and the business, or (C) for a commercial purpose other than
providing services to the business.”

Section 1798.135 (g) expands on the previous provision by noting that a publisher shall not be
held liable for any violations by downstream partners unless they have actual knowledge or
reason to believe that a violation will occur.

Taken together, these provisions recognize the complex and dynamic nature of the digital
ecosystem. In the case of a publisher’s website or app, a myriad of third-party companies play
important roles in combatting fraud, ensuring a smooth consumer experience, and delivering
advertising among many other things. Crafted with this complexity in mind, the CPRA puts the
onus and liability to honor a consumer’s privacy preferences on the company actually collecting
data. As you consider how best to enforce the CPRA’s provisions and conduct audits to ensure
proper compliance with the CPRA, we urge you to put the onus on each company for its own
data collection and use practices and to avoid putting publishers in a position of having to serve
as the enforcers of privacy law.

Global Privacy Controls

We are pleased that the CPRA explicitly allows for consumers to use an opt-out preference
signal and DCN has been supportive in the development of the Global Privacy Control (GPC), as
one potential mechanism, to facilitate users being able to clearly express their privacy
preferences. This is especially important as it facilitates being able to communicate to companies
with which they are not choosing to interact in a certain context. As with the current GPC, we
don’t believe this signal should require a user to take specific action to confirm or authenticate
the signal. Its purpose is to eliminate consumer friction and most rapidly align with the
consumer’s expectations without requiring additional data to be supplied or effort to be taken.
These opt-out signals may be turned on by default as written in the law especially to the extent
that the signal is clearly marketed to the consumer as a privacy-enhancing tool. However,
publishers are concerned that browser or device companies may seek to promote their own
preference signals to unfairly favor their own business.

However, while we support the intent of the CPRA, there may be a lack of clarity around what
companies should do when they receive these signals. Section 1798.135 (a) requires businesses
to provide links for consumers to exercise their rights to “Do Not Sell or Share My Personal
Information” and “Limit the Use of My Sensitive Personal Information.” Section 1798.135 (b)
states that businesses do not have to comply with (a) if they allow consumers to “opz-
out...through an opt-out preference signal sent with the consumer’s consent by a platform,
technology or mechanism...” However, Section 1798.135 (e) requires businesses to honor an
“opt-out request received from a person authorized by the consumer to act on the consumer’s
behalf...regardless of whether the business has elected to comply with subdivision (a) or (b) of



this Section.” It is not clear whether the CPRA envisions separate signals and how businesses
should react. We agree with the intent of the CPRA to empower consumers with easy-to-use
tools to exercise their rights under the CPRA and urge you to provide clarity about how
businesses must honor these signals.

Anonymous Audiences

In the Agency’s solicitation, there are a number of questions about how best to allow consumers
to exercise their rights under the CPRA. As you craft regulations in this regard, we urge you to
consider that a significant portion of consumers visiting a publisher’s website or app are
anonymous (not logged in). Honoring rights to limit the sale or sharing of data should be
straightforward. However, for a publisher to honor access, correction and deletion rights for
anonymous audiences, the publisher would need to collect additional information about the
consumer to verify their identity. Our concern is that additional data collection from anonymous
audiences would run counter to the goals of the CPRA to protect consumer privacy and could
unintentionally create additional security risks.

Consumer Expectations

Regarding Question | “Processing that Presents a Significant Risk to Consumers’ Privacy or
Security” and Question 6 “Consumers’ Rights to Limit the Use and Disclosure of Sensitive
Personal Information,” we urge the Agency to differentiate between processing that is expected
by consumers versus processing that is not expected. Consumers sometimes intentionally provide
personal information on a website or app with the company they intend to interact. This
information is often used to provide direct benefits for consumers (e.g. registration information
to read a news article, location data to receive local alerts and personalized content). In other
cases, demographic data is collected to measure a publisher’s audience and improve efforts to
reach underserved sections of the population. In addition, news publishers often collect
demographic data about their audiences and sources to ensure there is a broad diversity of voices
in media. These kinds of data uses provide immense benefits to society at little risk to
consumers. Generally, data used within the context of the consumer’s relationship with the
business is often expected by the consumer and, thus, presents less risk to the consumer’s
privacy. However, consumers may not be aware and would certainly not expect that third parties
may be processing that information as well for use outside of the context where the information
was originally collected. Information collected outside of consumer awareness is not likely
expected and, thus, could risk the consumer’s privacy. In addition, this kind of data processing
could pose a greater security risk as the third-party company is likely less-dependent upon
safeguarding the trust of the consumer.

Finally, it would be useful to harmonize with existing laws such as the European Union’s
General Data Protection Regulation (GDPR). Under the GDPR, a Data Protection Impact
Assessment is only required where processing entails (i) decisions based on automated
processing, including profiling, that produce legal effects on natural persons; (ii) large scale
processing of special categories of data or of data relating to criminal convictions; (iii) a
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3. Concerns Regarding the Widespread Use of Advertising and Analvtics in Health
Apps

Many apps that handle sensitive personal information are financially incentivized to share
user information with third parties.

IDAC’s research revealed several concerning trends regarding the prevalence of third-party data
sharing with advertising and analytics companies. The current business models of many apps
strongly incentivize the collection of personal data in order to sell it to third party advertisers and
data brokers. In our investigation, we found 44 health apps sharing data with third parties. These
apps are sold to consumers as safe, trustworthy resources for health needs; they appear in the
platforms’ app stores as falling under medical, health, and wellness categories of apps. They
span all types of services, from mental health apps providing guidance for depression and bipolar
disorders, to breastfeeding and baby health trackers. Despite the private and personal nature of
this information, these apps also share users' data with companies that promise to analyze users’
online behavior to show them personalized ads.

While most health apps are observing the letter of the law that they are required to follow, the
rules themselves are inadequate. Law enforcement cannot directly tackle the financial incentives
for sharing user data, but there is an important opportunity here to focus CPPA rulemaking on
delineating what companies can and cannot do.

The Agency should continue to move past outdated notice-and-consent models and focus on
creating rules that spell out what companies can and cannot do with consumer information.

Disclosure practices are important. They encourage transparency and enable law enforcement
and watchdogs to ensure that companies actually abide by the promises they make. Nonetheless,
disclosing data collection and third-party data sharing in dense, jargon-filled privacy policies
should not give companies leeway to use consumers’ highly sensitive
information. Notice-and-consent regimes alone are inadequate to fully protect users because they
place a disproportionate burden of protecting privacy on consumers.'? Similarly, opt-out notices
may serve as a step in the right direction for giving users more digital agency, but ultimately still
place burdens on individuals to understand how to opt-out and what exactly they are opting out
of.

IDAC strongly recommends that the CPPA focus its rulemaking on data collection and use
practices that ensure data is used for limited purposes consistent with consumer expectations,
placing the burden on companies to comply with those rules, rather than placing the burden on
users. This is the approach that CDT & EHI take in their Framework." For instance, the CPPA

12 Claire Park, “How ‘Notice and Consent’ Fails to Protect Our Privacy,” New America, (Mar. 23, 2020),
https://www.newamerica.org/oti/blog/how-notice-and-consent-fails-to-protect-our-privacy/

13 See page 15: “Proposed Consumer Privacy Framework for Health Data,” February 2021,
https://cdt.org/wp-content/uploads/2021/02/2021-02-09-CDT-and-eHI-Proposed-Consumer-Privacy-Framework-fo
r-Health-Data-d-FINAL.pdf


https://cdt.org/wp-content/uploads/2021/02/2021-02-09-CDT-and-eHI-Proposed-Consumer-Privacy-Framework-fo
https://www.newamerica.org/oti/blog/how-notice-and-consent-fails-to-protect-our-privacy
https://Framework.13
https://consumers.12

could strengthen enforcement of data minimization and greater contractual obligations for third
< 14
parties.

The back-end data economy poses a challenge to oversight.

One of the challenges the CPPA will face is how to effectively hold actors accountable in the
back-end data economy. As mentioned, Agency rulemaking can and should focus on data
collection and use, but too often, data is sold and stored by multiple parties. In the mobile app
marketplace, this concern is especially apparent when apps sell sensitive information like
location data “unbeknownst to most users.”"® While privacy policies and in-app disclosures may
truthfully describe how an app uses personal data, it can be difficult for users to discern “which
apps on your phone simply use the data for their own functional purposes and which ones release
your data into the economic ecther.”’® These third parties often do not have any direct
relationships with users'” and it is very difficult to trace where their data goes after it leaves an

app.

One of the reasons for this lack of traceability is the use of software development kits, or SDK’s,
which many developers use to build their applications. Sometimes even developers are unaware
of the data their SDK’s collect, and with whom the SDK’s companies share information with.

Law enforcement and watchdog groups alike have little to no visibility into this practice and the
policy problems it poses. But we do know from reports that in some cases, the back-end data
economy is allowing questionable actors to build personality profiles built with intimate
demographic data'® or buy and sell users’ location data.

14 CA. Civ. Code § 1798.100, “General Duties of Businesses that Collect Personal Information,” outlines data
minimization requirements (§ 1798.100(c), “A business’ collection, use, retention, and sharing of a consumer’s
personal information shall be reasonably necessary and proportionate to achieve the purposes for which the
personal information was collected or processed”) and third party contractual obligations (§ 1798.100(d}(2), “A
business that collects a consumer’s personal information and that sells that personal information to, or shares it
with, a third party. . .shall enter into an agreement [that] obligates the third party [] to comply with applicable
obligations under this title.”)

13 Jon Keegan and Alfred Ng, “There’s a Multibillion-Dollar Market for Your Phone’s Location Data,” The MarkUp
(Sept. 30, 2021),
https://themarkup.org/privacy/2021/09/30/theres-a-multibillion-dollar-market-for-your-phones-location-data

'8 jd., quoting Serge Egelman, a researcher at UC Berkeley’s International Computer Science Institute and CTO of
AppCensus.

7 Norwegian Consumer Council, “Out of Control: How consumers are exploited by the online advertising industry,”
(Jan. 14, 2020),
https://fil.forbrukerradet.no/wp-content/uploads/2020/01/2020-01-14-out-of-control-final-version.pdf

% Sue Halpern, “How the Trump Campaign’s Mobile App Is Collecting Huge Amounts of Voter Data,” The New
Yorker (Sept. 13, 2020),
https://www.newyorker.com/news/campaign-chronicles/the-trump-campaigns-mobile-app-is-collecting-massive-a
mounts-of-voter-data
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https://themarkup.org/privacy/2021/09/30/theres-a-multibillion-dollar-market-for-your-phones-location-data
https://parties.14
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processing does not adversely impact intellectual property rights or efforts to detect and
prevent fraud or other malicious conduct.

We explain each of these requests in more detail below.

I The regulations should discourage fraudsters and other bad actors from attempting to use the
correction right to undermine the security or integrity of the service or facilitate their unlawful
or malicious conduct.

In the experience of ESA’s members, fraudsters and other bad actors can abuse correction rights
to try to evade detection, gain unauthorized access to an account, or otherwise facilitate their unlawful
or malicious conduct. For example, a video game player who has been banned from an online game for
harassing other players or cheating in violation of the game’s terms of use might attempt to request
“correction” of their IP address, username, or other personal information in order to try to circumvent
the game company’s anti-fraud, anti-cheat, and other detection systems that prevent such players from
attempting to create new accounts. Malicious actors also may try to use the “correction” right to try to
make it easier to gain unauthorized access to another user’s account or regain access to a fraudulent
account. To discourage such efforts, the regulations should make clear that where a business has a
reasonable belief that the particular consumer is attempting to abuse the correction right for malicious
purposes, it may deny correction requests in order to prevent fraud, including requests that would
undermine the security or integrity of the service or facilitate unlawful or otherwise malicious conduct.

Specifically, ESA requests that the CPPA include the following in its CPRA regulations:

Nothing in these regulations shall restrict a business’s, service
provider’s, third party’s, or contractor’s ability to: prevent, detect,
protect against, or respond to security incidents, identity theft, fraud,
harassment, malicious or deceptive conduct, or any unlawful activity;
preserve the integrity or security of systems; or investigate, report, or
prosecute those responsible for any such action.’?

Such language is necessary to maintain consistency with the plain text and clear intent of the
CPRA, which allows businesses to deny requests that are not “verifiable” and also recognizes the need to
balance the rights of consumers with the need to protect others and discourage unlawful activity.* It

3 This language is consistent with other state laws that empower businesses to protect consumers from
fraudulent and malicious conduct. See, e.g., Virginia Consumer Data Protection Act 59.1-578(A)(7);
Colorado Privacy Act 6-1-1304(3)(A)(X).

* See, e.g., CPRA §§ 1798.106(c) (requiring businesses to correct personal information in response to a
verifiable consumer request only); 1798.185(a)(8)(C) (balancing the correction right against the need to
prevent fraud); 1798.185(a)(8)(B) (balancing the correction right against the need for accuracy);
1798.145(a)(3) (recognizing that the correction right does not restrict a business’s ability to cooperate
with law enforcement agencies regarding conduct that the business has a good faith belief is illegal);
1798.145(a)(5) (preventing correction where it would limit a business’s ability to exercise or defend
against legal claims); 1798.145(k) (recognizing that the correction right should not adversely affect the
rights and freedoms of others); 1798.140(ac) (recognizing the need to protect system “security and
integrity”).



also is supported by the existing text of the California Consumer Privacy Act (“CCPA”) regulations and
the commentary that the California Attorney General published when issuing those regulations.?

. The regulations should ensure that any technical specifications for a voluntary opt-out
preference signal are consistent with existing children’s privacy laws and reliably convey a
parent’s or user’s choice.

The CPRA’s voluntary opt-out preference signal has the potential to provide an innovative new
mechanism for consumers to exercise their CPRA rights and for businesses to have flexibility in how they
choose to provide notice about and respond to consumers’ opt-out requests. However, whether this
mechanism succeeds or fails depends in large part on whether it proves reliable in accurately conveying
the person’s intended choice and avoids conflicting with other consent mechanisms.

Ensuring reliability and avoiding conflicting consent mechanisms is especially critical with
respect to consumers who are under the age of 13, because any technical specifications for a voluntary
opt-out preference signal must be carefully designed to ensure consistency with the Children’s Online
Privacy Protection Act (“COPPA”). Any business whose online service is directed to children under 13 or
that has actual knowledge that it collects personal information online from California consumers
younger than 13 years of age must also comply with COPPA. COPPA preempts any action by a state or
local government that imposes “any liability for commercial activities or actions by operators in
interstate or foreign commerce in connection with an activity or action described in [COPPA] that is
inconsistent with the treatment of those activities or actions under [COPPA].”®

To ensure consistency with COPPA, the CPRA regulations must require businesses to honor any
preference signal for children under 13 years old only if such signal satisfies COPPA’s standard for

> See, e.g., Cal. Code Regs. Tit. 11, §§ 999.314(c)(4) (permitting service providers to use personal
information for security and anti-fraud purposes); 999.315(g) (allowing a business to refuse fraudulent
opt-out requests); 999.323(c) (authorizing the collection of additional information during the verification
process for security and fraud-prevention purposes); California Department of Justice, Initial Statement
of Reasons, at 29, https://oag.ca.gov/sites/all/files/agweb/pdfs/privacy/ccpa-isor-appendices.pdf
[hereafter, “ISOR”] (noting that the regulations require “a business to consider a variety of factors in
determining the verification method, such as . . . the likelihood that fraudulent or malicious actors are
seeking the information”); ISOR, 31 (explaining that the regulations “provide clear direction that the
business should prioritize security and fraud-prevention over disclosure”); California Department of
Justice, Final Statement of Reasons, at 19, https://oag.ca.gov/sites/all/files/agweb/pdfs/privacy/ccpa-
fsor.pdf [hereafter, “FSOR”] (explaining that the verification process is for “minimizing the risk of fraud
or malicious activity”); FSOR, 34 (explaining that the regulations permit service providers to use personal
information “to the extent necessary to detect data security incidents or protect against fraudulent or
illegal activity”); FSOR, Appendix A, Row 744,
https://oag.ca.gov/sites/all/files/agweb/pdfs/privacy/ccpa-fsor-appendix-a.pdf [hereafter “Appendix A]
(explaining that the regulations require “businesses to not comply with a consumer’s request if it
suspects fraudulent or malicious activity”); [SOR, 44 (“Given the wide variety of different industries
subject to the CCPA, prescribing a particular method of verification may not provide the flexibility
necessary to address all the different circumstances in which businesses and consumers interact, nor
would it address changing data security standards and evolving technologies.”).

615 U.S.C. § 6502(d).


https://oag.ca.gov
https://oag.ca.gov/sites/all/files/agweb/pdfs/privacy/ccpa
https://oag.ca.gov/sites/all/files/agweb/pdfs/privacy/ccpa-isor-appendices.pdf

“verifiable parental consent.” Under COPPA, parents must provide “verifiable parental consent” before
a business may collect, use, or disclose online the personal information of children under 13 years old,
unless one of COPPA’s various exceptions applies.” Importantly, COPPA requires that the parent’s
choices be “verifiable,” and the COPPA statute and more than a decade of Federal Trade Commission
guidance make clear that the standard is a high bar for ensuring that it is the child’s parent or legal
guardian who is exercising the choice.® Consequently, to ensure consistency with COPPA, the CPRA
regulations must not require a business whose online service is child-directed or that has actual
knowledge that it collects personal information from a child under the age of 13 to respond to the
preference signal unless the signal constitutes “verifiable parental consent” as that term is defined in
COPPA.

In addition, the CPRA regulations must not require businesses to honor any preference signal for
children under 13 years old from an authorized agent of a parent or legal guardian. Under COPPA, only
parents and legal guardians may exercise the right to consent (or withdraw consent) for the online
collection, use, or disclosure of their child’s personal information.® Consequently, the CPRA regulations
must not require a business whose online service is child-directed or that has actual knowledge that it
collects personal information from a child under the age of 13 to respond to a preference signal from
any authorized agent who does not appear to be the parent or legal guardian of the child.

The invitation for preliminary comment also specifically asks “what technical specifications
should be established for an opt-out preference signal that allows the consumer, or the consumer’s
parent or guardian, to specify that the consumer is less than 13 years of age or at least 13 years of age
and less than 16 years of age.”*° Because any technical specification that signals age would contradict
clear, long-established Federal Trade Commission (“FTC”) guidance and ultimately is likely to prove too
unreliable to effectively promote the CPRA’s goals, ESA requests that the CPRA regulations not include
any such technical specification. The FTC has long held that websites and online services that are
primarily directed to children under 13 must presume that all users are under the age of 13 and cannot

7 Id. § 6502(a); 16 C.F.R. § 312.5.

8 See, e.g., ISOR, 34 (“The requirement of a ‘reasonable method’ is based on the similar requirement in
the Children’s Online Privacy Protection Act (hereinafter COPPA) (15 U.S.C. § 6501, et seq.). ... The
methods are the same as those set forth in regulations issued by the Federal Trade Commission in
furtherance of COPPA[.]”); Appendix A, Row 798 (“Section 999.330(a)(2) has been modified to clarify
that acceptable methods are not limited to the ones listed in the regulations.”); 15 U.S.C. §§ 6501(9),
6502(b); 16 C.F.R. § 312.5.

916 C.F.R. § 312.2 (defining “parent” to include a legal guardian); 15 U.S.C. § 6501(9) (defining
“verifiable parental consent” to be “any reasonable effort (taking into consideration available
technology), including a request for authorization for future collection, use, and disclosure described in
the notice, to ensure that a parent of a child receives notice of the operator’s personal information
collection, use, and disclosure practices, and authorizes the collection, use, and disclosure, as applicable,
of personal information and the subsequent use of that information before that information is collected
from that child.”){(emphasis added).

10 CPPA, supra note 2, at 4.



age gate.! The proposal would appear to conflict with this approach by allowing business that operate
primarily child-directed sites or services to rely on the purported age conveyed through the preference
signal to determine whether a parent or the child can exercise the applicable rights over use or
disclosure of personal information. The proposal also would appear to conflict with the FTC’s guidance
on age screens.? Families often use shared devices across a household, particularly in the context of
video gaming. For example, a parent may install a video game on their mobile phone, tablet, or personal
computer and then hand that device over to their child to play. If an adult previously set a preference
signal for that device, that default would presumably continue to apply even though COPPA requires
neutral age screen mechanisms without defaults. If the preference signal was changed to indicate that
the user is under 13 and is subsequently changed back to indicate an older age, it would be impossible
to know whether that change was done by the parent or the child. Such a result is inconsistent with the
FTC’s guidance, which recommends using technical means “to prevent children from back-buttoning to
enter a different age.”*3

Because purported age information delivered via preference signal is likely to be so unreliable, it
creates a significant risk that companies will receive conflicting age information from the user or their
parent or guardian. Importantly, the FTC has repeatedly reiterated that businesses (including, but not
limited to, general audience sites) have no duty to investigate age, so any regulations that would, in
effect, create such a duty to resolve conflicts between the age a user or their parent or guardian
provides during account creation and the age indicated through the preference signal (which could
potentially change repeatedly over time and as described above, would not be reliable evidence of a
user’s actual age) would be inconsistent with COPPA.> For example, when a parent creates an account
for their child with the provider of a video game console or a video game publisher, they may provide
the child’s date of birth and (if that child is under 13) grant verifiable parental consent consistent with
COPPA to the requested online collection, use, and disclosure of the child’s personal information. If that
child is subsequently playing the game but conflicting age information is provided through the
preference signal, this conflict makes the business’s obligations under the CPRA unclear. It is also not
clear how a parent or legal guardian could exercise different opt-out preferences if they have multiple
children under 13 years of age, or how different preferences could be communicated for these young
children, the parents themselves, and other children in the household who might be at least 13 years of
age, absent the collection of more personal information than may otherwise be needed to provide the

1 See, e.g., FTC, Complying with COPPA: Frequently Asked Questions, at H.2 (July 2020) [hereinafter
“COPPA FAQ”], available at https://www.ftc.gov/tips-advice/business-center/guidance/complying-
coppa-frequently-asked-questions-0.

2 Seeid. at D.7.
Bd.

14 See, e.g., COPPA FAQ, at E.2; 76 Fed. Reg. 59804, 59806 (stating that operators need not “ferret
through a host of circumstantial information to determine who may or may not be a child”).

15 Notably, the FTC previously has encouraged the development of a technical specification to allow
operators of child-directed sites and services to signal their status to third parties (such as social media
plug-ins and ad networks) to facilitate COPPA compliance. Unlike such a signal, which can convey a
static, reliable fact (i.e., that the particular website address is child-directed), purported age information
(which varies over time and across individuals) cannot be reliably and effectively conveyed using a
preference signal.


https://www.ftc.gov/tips-advice/business-center/guidance/complying

requested services. Such a fundamental paradigm shift away from a free and open internet with room
for anonymous speech to an identity-based internet requiring verification for all online activity does not
appear to have been contemplated or intended under the CPRA.

1. The regulations should require businesses to provide consumers with meaningful information
while also permitting them to maintain the safety, security, and integrity of their services and
systems.

The regulations should carefully balance the need to provide consumers meaningful access to
the personal information they provide and the need to maintain the safety, security, and integrity of the
service and systems.

Specifically, video game companies should not be obligated to return system logs, technical
gameplay data, and similar technical data in response to a consumer’s access request. As a threshold
matter, this data generally is not personal information. Moreover, the CPRA specifies that businesses
must provide only the “specific pieces of personal information obtained from the consumer” in response
to access requests.’® The text “from” is plain that only personal information that the consumer provides
directly is subject to this access right. System logs, technical gameplay data, and similar technical data is
automatically generated by the business, and is not “from” the consumer. Such data also often includes
trade secrets,'” and malicious actors may be able to use it to undermine a business’s efforts to detect
and prevent security incidents, cheating, fraud, and other unlawful or malicious activity.*®

For these reasons, ESA respectfully requests that the CPPA include the following provision in its
regulations:

Nothing in these regulations shall require businesses to provide
consumers with access to system logs and similar technical data,

16 CPRA § 1798.130(a)(3)(B)(iii).

7 1d. at § 1798.185(a)(3) (requiring regulations to establish “any exceptions necessary to comply with
state or federal law, including, but not limited to, those relating to trade secrets and intellectual
property rights, within one year of passage of this title and as needed thereafter, with the intention that
trade secrets should not be disclosed in response to a verifiable consumer request”).

18 1d. at §§ 1798.130(a)(3)(B)(iii) (specifying that “‘specific pieces of information’ do not include data
generated to help ensure security and integrity”); 1798.140(ac) (defining “security and integrity” as “the
ability: (1) of a network or an information system to detect security incidents that compromise the
availability, authenticity, integrity, and confidentiality of stored or transmitted personal information; (2)
to detect security incidents, resist malicious, deceptive, fraudulent, or illegal actions, and to help
prosecute those responsible for such actions; and (3) a business to ensure the physical safety of natural
persons”); see also Cal. Code Regs. Tit. 11 § 999.313(c)(4) (“A business shall not disclose in response to a
request to know a consumer’s Social Security number, driver’s license number or other government-
issued identification number, financial account number, any health insurance or medical identification
number, an account password, security questions and answers, or unique biometric data generated
from measurements or technical analysis of human characteristics.”).



automatically generated data, or any data used for security and
integrity purposes.®

V. The regulations clarifying “dark patterns” should align with the Federal Trade Commission’s
longstanding precedent and guidance on unfair or deceptive practices.

The CPRA'’s current “dark patterns” definition, which determines when a user’s consent is
effective for purposes of the CPRA, is vague. Accordingly, the CPPA should clarify in its regulations what
consent practices constitute dark patterns by incorporating and aligning with existing FTC precedent and
guidance. The CPRA defines dark patterns as “a user interface designed or manipulated with the
substantial effect of subverting or impairing user autonomy, decisionmaking, or choice, as further
defined by regulation.”?° This definition creates ambiguity because key concepts—such as “substantial,”
“subversion,” and “autonomy”—are nebulous. The definition’s vagueness potentially chills
constitutionally-protected commercial speech, since such speech is designed to affect individuals’
decisionmaking.

The ESA therefore urges the CPPA to enact regulations that clarify the CPRA’s “dark patterns”
definition by incorporating and aligning with the FTC’s robust taxonomy of user interface designs that
the FTC has deemed are unlawful as unfair or deceptive practices. Over the last forty years, the FTC has
issued various guidance on unlawful disclosure and design practices and enforced against companies
that sought to deceive consumers through such practices. As illustrated throughout its prior
enforcement actions and guidance, the FTC has identified the following practices as unlawful: (1) buried
language that obscures material disclosures in terms;2! (2) poorly-labeled hyperlinks that hide material
terms from consumers;? (3) trick language that confuses consumers;2* and (4) bait and switch
practices.? The CPPA should clarify the CPRA’s definition by specifying that these practices constitute

19 CPRA § 1798.130(a)(3)(B)(iii) (specifying that the specific pieces of information that must be provided
in response to an access request do not include “data generated to help ensure security and integrity or
as prescribed by regulation”).

20 CPRA § 1798.140(1).

2LETC, .com Disclosures: How to Make Effective Disclosures in Digital Advertising, at 10, 18 (2013)
[hereinafter “.com Disclosures Guidance”].

22 See, e.q., id. at ii (explaining that hyperlinks should provide access to disclosures that are not integral
to the claim and should be labeled in a way that conveys the type and import of information to which
they lead if clicked); Complaint, FTC v. Vizio, Inc. (Feb. 6, 2017) (“The notification provided no
information about the collection of viewing data or ACR software. Nor did it directly link to the settings
menu or privacy policy.”).

23 See, e.g., .com Disclosures Guidance, at Appendix (detailing twenty-two examples of clear and unclear
disclosures); Press Release, Rent-To-Own Payment Plan Company Progressive Leasing Will Pay S175
Million to Settle FTC Charges It Deceived Consumers About Pricing (2020); Complaint, /n re Facebook Inc.
(Aug. 10, 2012); Complaint, In re PayPal, Inc. (May 24, 2018).

24 See, e.qg., FTC, Advertising FAQ’s: A Guide for Small Business (2001); Guides Against Bait Advertising, 16
C.F.R. § 238.0 (2012); Press Release, Abating Bait-and-Switch Buyback Tactics for Devices (2016); Press
Release, The Lead-Generation Bait-and-Switch (2019); FTC, Native Advertising: A Guide for Businesses
(2015).



dark patterns and that therefore consent is not effective under the CPRA when businesses obtain
consent using such unlawful practices.?

V. The regulations to further define precise geolocation should be informed by the FTC’s
guidance.

Any regulations that further define precise geolocation information should be consistent with
and informed by how the FTC has defined and interpreted that term in its guidance and prior
enforcement actions.

The CPRA currently defines precise geolocation as “any data that is derived from a device and
that is used or intended to be used to locate a consumer within a geographic area that is equal to or [ess
than the area of a circle with a radius of 1,850 feet, except as prescribed by regulations.”?® The CPRA
also recognizes that personal information that reveals “precise geolocation” is a type of sensitive
personal information, thereby giving consumers the right to limit its use and disclosure in certain
circumstances.?’

While the FTC similarly has interpreted precise geolocation information to be data that is
derived from a device (based, for example, on GPS, WiFi, or cell-tower data), the FTC has not imposed
any arbitrary geographic radius based on this location. Because the proposed definition of “precise
geolocation” is inconsistent with how that term has been interpreted and applied by the FTC, it could
create consumer confusion regarding the scope or meaning of privacy settings or representations
related to precise geolocation information.?® Accordingly, ESA respectfully requests that the CPPA adopt
the following language in its final regulations to align with the FTC’s definitions of precise geolocation
information:

“Precise geolocation” means any data that is derived from a device
(including GPS, WiFi, or cell tower) and that (1) is used or intended to
be used to locate a consumer and (2) is sufficient to identify street
name and name of city or town.

2> CPRA §§ 1798.140 (specifying that “agreement obtained through use of dark patterns does not
constitute consent”); 1798.185(20) (specifying that links to a webpage or supporting content “that
allows the consumer to consent to opt-in [shall not] make use of any dark patterns”).

26 CPRA § 1798.140(w).
27 Id. at §§ 1798.140(ae)(1)(C), 1798.121.

28 COPPA FAQ, at G.3 (“The Rule covers ‘geolocation information sufficient to identify street name and
name of city or town.””); see also Decision and Order, In re Goldenshores Technologies LLC (F.T.C. Mar.
31, 2014), available at https://www.ftc.gov/system/files/documents/cases/140409goldenshoresdo.pdf
(“precise geolocation data of an individual or mobile device, including but not limited to GPS-based,
WiFi-based, or cell-based location information”); Decision and Order, /n re Uber Technologies Inc. (F.T.C.
Oct. 25, 2018), available at https://www.ftc.gov/system/files/documents/cases/152_ 3054 c-
4662_uber_technologies_revised_decision_and_order.pdf; Stipulated Order for Permanent Injunction
and Civil Penalty Judgment (same).


https://www.ftc.gov/system/files/documents/cases/152_3054_c
https://www.ftc.gov/system/files/documents/cases/140409goldenshoresdo.pdf

VI. Any opt-outs with respect to automated decisionmaking technologies should align with the
statutory text as well as efforts to protect the safety of consumers and intellectual property
rights.

Consistent with the CPRA’s text, the regulations should provide consumers with the ability to
opt out of automated decisionmaking technology that uses or discloses sensitive personal information.
Additionally, the regulations should balance giving consumers access to information about automated
decisionmaking technology with the need to protect consumer safety and intellectual property rights.

A The regulations should permit consumers to opt out of automated decisionmaking
technology that uses or discloses sensitive personal information.

The CPRA expanded the scope of the CCPA to provide consumers specific new opt-out rights—
namely to opt out of the sharing of personal information for cross-context behavioral advertising and
the right to opt out of certain uses and disclosures of sensitive personal information.? Notably, the
statute did not create a blanket right to opt out of all automated decisionmaking technologies.3°
Accordingly, the CPPA’s authority to issue regulations related to automated decisionmaking opt-outs is
limited to interpreting the scope and application of the existing statutory opt-out rights.

The consumer opt-out right that most closely relates to automated decisionmaking technology
is the right to limit the use and disclosure of sensitive personal information. Significantly, automated
decisionmaking technology includes “profiling,” which is defined to include sensitive processing
concerning the consumer’s work performance, economic situation, health, personal preferences,
interests, reliability, behavior, location or movements.3! This interpretation is further supported by the
fact that these “profiling” activities generally track the types of personal information that are “sensitive”
under the CPRA, including union membership (a type of information concerning work performance);
financial account information (concerning the consumer’s economic situation); genetic and health data
(concerning the consumer’s health); personal preferences and interests data (concerning the
consumer’s religious or philosophical beliefs), behavioral data (concerning sex life), and precise
geolocation (concerning a consumer’s location or movements).3? Accordingly, ESA respectfully requests
that the CPPA adopt regulations that state the following:33

29 CPRA §§ 1798.120 (opt-out of sharing); 1798.121 (limit the use and disclosure of sensitive personal
information).

PAppendix A, Row 17 (“The OAG cannot implement regulations that alter or amend a statute or enlarge
or impair its scope.”); see also People v. K.P., 30 Cal. App. 5th 331, 341, 241 Cal. Rptr. 3d 324, 331 (2018)
(“The failure of the Legislature to change the law in a particular respect when the subject is generally
before it and changes in other respects are made is indicative of an intent to leave the law as it stands in
the aspects not amended.”) (internal quotations omitted).

31 CPRA § 1798.140(2).
32|, § 1798.140(ae).

3 In addition, the CPRA’s blanket statutory exemptions would apply with respect to this right as well.
See, e.q., CPRA § 1798.145.


https://movements).32

A consumer may request to opt out of a business’s use of automated
decisionmaking technology to the extent such technology uses or
discloses the consumer’s sensitive personal information.

In addition to ensuring that the regulations are consistent with the text and purpose of the CPRA
statute, the above approach also harmonizes the CPRA with international standards governing
automated decisionmaking technologies. For example, Article 22 of the EU General Data Protection
Regulation provides individuals the right to avoid being subject to automated decisionmaking, including
profiling, where it “produces legal effects concerning him or her or similarly significantly affects him or
her.”3* Interpreting the CPRA’s automated decisionmaking opt out to apply to the extent such
technology uses or discloses the consumer’s sensitive personal information would result in similarly
scoping this right to automated decisions that are likely to produce legal or similarly significant effects.

B. Disclosures of meaningful information about automated decisionmaking logic should be
consistent with the statutory text and not adversely impact intellectual property rights or
efforts to combat malicious conduct.

We support the CPRA’s goal of providing consumers meaningful information about the logic
used for automated decisionmaking technologies. As explained above, however, such rights should be
aligned with the statutory text’s focus on automated decisionmaking technologies that use or disclose
sensitive personal information and therefore risk having a legal or similarly significant effect on the
consumer. Moreover, the CPRA regulations should provide businesses flexibility to disclose meaningful
information to consumers, while balancing the need to protect intellectual property rights and to
prevent fraud and other malicious conduct. Depending on the sensitivity of the automated
decisionmaking process and the types of personal information used, this could include, for example,
providing a general explanation of how the automated decisionmaking process functions, the purposes
for which such process is used, and the types of data or sources of personal data such process uses. The
California Attorney General adopted a similar approach when that office issued regulations requiring
privacy policies to include only a “general description” of verification processes. The California Attorney
General explicitly recognized that businesses should not have to provide bad actors with a blueprint to
evade their verification processes.®

Accordingly, ESA respectfully requests that the CPPA include the following l[anguage in the CPRA
regulations:

A consumer may request to receive meaningful information about the
logic of automated decisionmaking technology that uses or discloses
the consumer’s sensitive personal information. In responding to such a

3 Regulation (EU) 2016/679 (Apr. 27, 2016).

% Appendix A, Row 375 (“Section 999.313(a) has been modified to only require a business to disclose a
general description of the business’s verification process. A general description of the verification
process would not raise any security or fraud concerns while still informing consumers’ expectations
regarding the response process.”).
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request, a business shall be required to disclose a general description
of its automated decisionmaking processes.>®

* * *

ESA appreciates the CPPA’s consideration of these comments, and we look forward to
continuing to work with the CPPA on these important issues.

Sincerely,

Gina Vetere
Senior Vice President and General Counsel
Entertainment Software Association

3 This language aligns with the CCPA. Cal. Civ. Code § 1798.110(b) (“A business that collects personal
information about a consumer shall disclose to the consumer, pursuant to paragraph (3) of subdivision
(a) of Section 1798.130, the information specified in subdivision (a) upon receipt of a verifiable
consumer request from the consumer.”); Cal. Code Regs. Tit. 11, §§ 999.308(c)(1)(c), (2)(c) (requiring
privacy policies to include the following information about deletion and access requests: a “[g]eneral
description of the process the business will use to verify the consumer request, including any
information the consumer must provide.”).
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the public). Companies must also make a preliminary determination of data processing that may present
a “significant risk” to the privacy of California residents.

To scope the agency’s efforts in this area, we suggest aligning the interpretation of “significant risk” with
the General Data Protection Regulation’s (GDPR) concept of “legal effects concerning individuals” or the
creation of “similarly significant” effect on individuals, which offers a useful standard for risk
assessments that properly focuses the risk on actual or potential harm to individuals. As the UK’s
Information Commissioner’s Office (ICO) and other data protection regulators have, we suggest that
CalPPA offer guidance on the type of conditions that must be met for processing to be considered a
“significant risk” to a person’s privacy or security as well as potential ways to modify processing to
mitigate this risk.

Additionally, covered businesses should be required to perform risk assessment only when the
processing of personal information rises to the level of “significant risk” as identified in the GDPR (as
well as the Virginia Data Protection Act (VCDPA) and the Colorado Privacy Act (ColoPA}). Finally, we
believe risk assessments should only be required for each materially different type of processing
involving sensitive personal data or new profiling that includes sensitive personal data and the agency
should publish a standard risk assessment form.

b. When “the risks to the privacy of the consumer [would] outweigh the benefits” of
businesses’ processing consumer information, and when processing that presents a significant
risk to consumers’ privacy or security should be restricted or prohibited.

Determining the ratio of risk to benefit is already a challenging task for companies but it becomes
almost impossible without a standardized understanding of both “risk” and “benefit,” as well as a
commonly accepted way for commercial entities to determine the monetary value of personal
information. We agree with the concept of measuring risk and benefit against the complexity of data
processing and the sensitivity of the information, with prohibitions graded against risks (such as bodily
harm, freedom, discrimination, identity fraud, etc.) but advise the agency against a broad rulemaking
that goes beyond its purview in this case. The CCPA, as amended by the CPRA, does not restrict or
prohibit processing of personal information; instead, it grants consumers rights to receive notice and
clear choices regarding the sharing of their information in certain limited circumstances. Therefore, it's
not clear whether the agency’s authority under CPRA would empower it to create new restrictions and
prohibitions on the processing of personal information based on a new risk/benefit calculus. To better
understand the risks and benefits of processing personal information, and potentially develop a
standardized approach, we

propose the agency convene a workshop with key stakeholders with the aim of producing a usable
risk/benefit rubric that could be adopted by covered entities.

2. Automated Decisionmaking

a. What activities should be deemed to constitute “automated decisionmaking technology”
and/or “profiling.”

To determine the scope of activities that should constitute automated decisionmaking or profiling, we
suggest the agency look to the definition put forth by the ICO, which states “Automated decisionmaking
is the process of making a decision by automated means without any human involvement. These






from both access and deletion requests under the Attorney General’s CCPA Rules. Moreover,
consistency on these rules will support companies that have already implemented consumer data
correction protocols as part of their business practices (Colorado and Virginia will require doing this in
2023).

[n addition, the agency should provide guidance on the “commercially reasonable efforts” standard
related to individual rights to illuminate practices that qualify as reasonable. This standard could also be
applied to documentation used to authenticate the accuracy of consumer information, since the process
for determining whether this information is inaccurate is unclear.

4. Consumers’ Rights to Opt-Out of the Selling or Sharing of Their Personal Information and to Limit
the Use and Disclosure of their Sensitive Personal Information

a. What requirements and technical specifications should define an opt-out preference signal
sent by a platform, technology, or mechanism, to indicate a consumer’s intent to opt out of
the sale or sharing of the consumer’s personal information or to limit the use or disclosure of
the consumer’s sensitive personal information.

MPA supports the ability of consumers to use an opt-out signal, and many of our members honor the
Global Privacy Control (GPC) and other opt-out signals, but we ask for clarity on the provisions in the
CCPA and CPRA, which we believe have conflicting language. The CCPA requires providing opt-out tools
that offer users sharing options and that are free of defaults that might constrain or otherwise
presuppose an individual’s intent. The CPRA, on the other hand, endorses honoring a privacy control like
the GPC. But the GPC, as currently designed, is a user signal that lacks granular sharing options and that
is increasingly on by default in popular web browsers. In addition, CCPA regulations require covered
entities to honor user-enabled privacy controls while the CPRA characterizes these controls as just one
option for businesses complying with the opt-out. CalPPA should clarify this language to ensure
compliance consistency.

We also ask the agency to continue defining the contours of a global opt-out signal, with stakeholder
input, rather than mandating the use of the GPC or other specific opt-out tool. This will provide
publishers with some flexibility to try different technical approaches across platforms, devices, and
authentication statuses. On authentication, in particular, it’s not clear how companies honoring the
GPC, or other opt-out, should enact a user’s preferences without knowing their identity. We do not
believe the regulations intend for businesses that do not have direct identifiers to use probabilistic
matching (which can be inaccurate) or combine offline and online data to comply with a privacy request.
CalPPA should clarify that businesses do not have an obligation to associate online identifiers with
offline data nor try to link devices unless it already does so through a consumer account as part of
existing business practices.

5. Definitions and Categories

a. Updates or additions, if any, that should be made to the categories of “sensitive personal
information” given in the law.

The CPRA gives consumers the right to request that a business limit the use and disclosure of their
“sensitive personal information,” but businesses need not honor such requests where the information is
used: (1) to “improve, upgrade, or enhance the service or device that is owned, manufactured,



manufactured for, or controlled by the business”; to “provid[e] analytic services”; or for “[s]hort-term,
transient use, including, but not limited to, non-personalized advertising shown as part of a consumer’s
current interaction with the business, provided that the consumer’s personal information is not
disclosed to another third party and is not used to build a profile about a the consumer or otherwise
alter an individual the consumer’s experience outside the current interaction with the business.” The
statute also limits honoring an opt-out when information is “collected or processed without the purpose
of inferring characteristics about a consumer.”

Many publishers rely on knowing the content that visitors engage with, including topics that might be
considered sensitive, to highlight or suggest similar content or deliver advertising based on aggregated
demographic segments. These segments are created based on the type of content a person reads or
views and not on tracking them or their device(s) across other sites or apps. Content recommendations
and advertising like this, which are fundamental to revenue-generation for news and magazine
publishers, are contemporaneous to a person’s interactions with a publisher and remain

exclusively within the first party publisher context, and align with a consumer’s expectations as they
browse or otherwise engage with content. For these reasons, the agency should consider this type of
information to be “collected or processed without the purpose of inferring characteristics about a
consumer” and these activities (publisher collection and use of content-related information for the
purposes of recommending or highlighting content, creating aggregated segments, and delivering
targeted advertising) to meet the definition of “short-term, transient use, including, but not limited to,
non-personalized advertising shown as part of a consumer’s interaction with the business ...[etc]” and
therefore not subject to a person’s right the limit use and disclosure of sensitive personal information.
CalPPA must also ensure that the delivery of content recommendations and segment-based advertising
based on the type of content a person reads or views is excluded from the concept and/or definition of
“inferring characteristics.”

b. Further defining the business purposes for which businesses, service providers, and
contractors may combine consumers’ personal information that was obtained from different
sources.

Combining consumer personal information from various sources, such as third parties, to deliver
tailored marketing campaigns and targeted advertising, is considered a “business purpose” under the
CCPA. We request clarity on whether “service providers,” as defined by the law, may have independent,
direct relationships with a consumer at the same time, and whether they are then permitted to combine
the consumers' personal information from different sources, such as third parties, to fulfill their business
purposes. While we support reasonable limits on the practice of combining data, we also believe that
individuals should be able to continue to receive the services that they would normally expect with
different entities. For example, a consumer might visit a favorite publisher’s site, using Google’s login
feature to access their account. But the relationship with Google, from a consumer expectation
standpoint, ends there. Providing access to their account does not mean the consumer is consenting to
Google to collect and/or combine any of their personal information.

We endorse limitations on data combining in circumstances when it is:

e Aligned with a consumer’s expectations (an expected as part of the consumer’s relationship
with the service provider).



e Consistent with risk, fraud, and security and integrity requirements in the CPRA.
e Consistent with the consent of the consumer.

Finally, we urge the agency to consider that consent “fatigue” is real. If consumers begin to expect to
have to opt in to simply use the service, or face a flurry of notices, they are likely to devalue the notices
and less likely to make a distinction between reasonable and harmful uses of data.

c. The regulations, if any, that should be adopted to further define “dark patterns.”

Establishing and maintaining trusted relationships with our audiences is a top priority for news and
magazine media, and that starts by communicating, in language and visuals, with users in a direct and
transparent way. The CCPA gives consumers the right to prevent advertisers from using processes
intended to impair a consumer’s choice to opt out, while the CPRA defines a dark pattern as “a user
interface designed or manipulated with the substantial effect of subverting or impairing user autonomy,
decision making, or choice, as further defined by regulation” and makes clear that “agreement(s]
obtained through use of dark patterns does not constitute consent.” Colorado, Connecticut and
Washington have all introduced privacy legislation that uses the same definition of dark patterns while
the Federal Trade Commission has indicated it will issue more guidance on this. We support the agency’s
work in protecting consumers against entities who intentionally design elements to trick or manipulate
individuals and ask for detailed guidance from CalPPA on what exactly they consider to be dark patterns,
with visuals that showcase different contexts and designs that are problematic and approaches that
avoid these problems.

Because of the complexity of regulating this issue, the agency might also review existing guidance, such
as the Federal Trade Commission’s “DotCom Disclosures” on digital advertising, and to approve self-
regulatory schemes such as the Better Business Bureau’s National Advertisers Division (NAD), which
monitors advertising for truth and transparency, is another option as the watchdog’s criteria for ads
would include most, if not all, dark patterns. NAD considers whether advertising meets one or more
criteria that include whether the ad is targeting a vulnerable population, capitalizing on consumer fears
or misunderstanding, and/or concerns claims that consumers cannot evaluate for themselves. Having
the force of law behind these programs, via CalPPA, provides the necessary accountability while
avoiding the duplication of efforts.

MPA supports clear and consistent rules that align with other privacy laws around the world and that
support practical implementation and operationalization by magazine media and publishers of all sizes
across digital and offline media, regardless of jurisdiction, lessening the heavy compliance burden that
would fall upon news and magazine media companies. Earning the trust of our readers and upholding
consumer privacy is an extremely high priority for media and journalism entities and we welcome the
opportunity to engage with you on these issues.

Sincerely,
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I.  High-Level Issues for CPRA Regulations

1. Promote Interoperability with Comparable Privacy Regimes

While California has long been a leader in the protection of consumer privacy interests,
other U.S. states are increasingly moving to enact their own comprehensive privacy laws and
regulatory frameworks.® Where practicable, the Agency’s forthcoming regulations should seek to
support consistent interpretation and application of CPRA definitions, rights, and responsibilities
with existing industry best practices and comparable regulatory regimes for the protection of
consumer privacy. Doing so will help to ensure that Californians are fully protected and
empowered to exercise their rights without placing unnecessary compliance costs and duplicative
operational burdens on companies or limiting innovation in the data-enabled economy.

2. Preserve Exemptions Enabling Socially Valuable Processing Activities

The CPRA and the underlying CCPA and implementing regulations establish various
protections for business activities based on considerations of practicality, the necessity to protect
trade secrets and privileged materials, the promotion of privacy enhancing processing activities,
and ensuring that certain beneficial data processing activities are not restricted. In considering
rulemaking on additional topics directed by the CPRA, it will be important for the Agency to
clearly incorporate existing exemptions and carve-outs where applicable. For example, any new
regulations should be carefully crafted so as not to interfere with a business’s ability to process
data for purposes relating to fraud prevention, anti-money laundering, screening, or for other
types of activities relating to security, compliance, and legal obligations.

3. Distinguish Human Resources and Business to Business Data

The CPRA, like the CCPA, provides exemptions for data collected in the context of
employment and business to business communications.* While these exemptions are currently set
to expire in 2023, the CPRA recognizes that there are important differences between these data
categories and information collected in the context of the relationship between a business and its
customers.” Furthermore, the California legislature is actively working to provide amendments
that will address this section. Therefore, CCIA recommends that in the interim, any forthcoming
regulation distinguish employee and business to business data so as to avoid prematurely
addressing the issue.

3 See Virginia Consumer Data Protection Act (“VCDPA") § 59.1-571 et seq. (Mar. 2, 2021) and Colorado Privacy Act
(“CPA") § 6-1-1301 et. seq. (July 7,2021).

“CPRA § 1798.145(m) and CCPA 1798.145(n).

5 CPRA Sec. 3(A)(8).



Il.  Responsesto Agency Topics

1. Risk Assessments Performed by Businesses

Risk assessments are an important accountability measure that support the protection of
consumers’ data privacy and security interests. [n order to best promote this outcome, any Agency
regulations establishing standards for when and how businesses are to conduct risk assessments
pursuant to the CPRA should be principles-based, directed towards mitigating reasonably
foreseeable risks of substantial harms, and adaptable to the context of different types of products,
services, and processing practices.

a. Criteria for Conducting Risk Assessments

Privacy and security are intimately related though ultimately distinct concepts in terms of
individual risk. Therefore, the Agency should consider promulgating specific, separate guidance
for how to assess when the processing of particular information may present a “significant” risk to
either consumers’ privacy or consumers’ security, consistent with emerging U.S. legal standards.®
From the perspective of significant risks to security, standards for conducting an assessment
should be limited to the processing of data that, if compromised, is likely to result in tangible harm
to individuals such as identity theft or fraud, physical injury, or disclosure of objectively sensitive
personal details. From the perspective of significant risks to privacy, standards for conducting an
assessment should be limited to processing that may produce legal or similarly significant effects
to an individual.

Covered businesses conducting risk assessments will further benefit from guidance on
their obligations for when to conduct and report risk assessments. Importantly, the regulations
should not require organizations to repeatedly reproduce risk assessments for processing
activities that have not materially changed and that pose no new or heightened risks. Such a
requirement would be operationally burdensome, particularly for small and medium-sized
businesses, and could incentivize businesses to treat risk assessments as a mere ‘check-the-box’
compliance exercise. Where new or significantly changed processing practices present a
significant risk, the Agency should establish a reasonable cadence for submitting assessments,
such as once per year.

Finally, the regulations should support additional clarity by directly specifying that the
“businesses” that must conduct risk assessments are those defined under that CPRA as
“determin[ing] the purposes and means of the processing” of the personal information that
presents a qualifying risk, and not that business’s contractors or service providers.” This is an
important clarification because these first-party businesses are best positioned to have the

¢ See VCDPA § 59.1-576 and CPA § 6-1-1309.
’CPRA § 1798.140(d).



necessary visibility and context to fully evaluate the risks of data processing to all relevant
stakeholders.

b. Scope and Content of Risk Assessments

The CPRA directs regulations on risk assessments in instances where processing personal
information presents a “significant risk” to consumers’ privacy or security. However, requiring that
such risk assessments be conducted with respect to the business’s entire “processing of personal
information” would be overly burdensome, likely to result in increased costs to consumers not
offset by any benefits to privacy or security protection, and detract from the review of the risk of
the actual data and processing practices at issue. Therefore, the Agency’s regulations should
provide additional clarity that the scope of risk assessments is limited to the specific processing
that presents an identifiable “significant risk” to consumer privacy or security.

The Agency can further support the effectiveness and efficiency of risk assessments by
providing additional information on the factors relevant to balancing the benefits of processing
against its risks for relevant stakeholders. CCIA recommends that the Agency promulgate
regulations recognizing that relevant factors to this analysis may include: (1) technical and
organizational measures and safeguards implemented by the business to mitigate privacy and
security risks, (2) the reasonable expectations of consumers, and (3) the context of the processing
with respect to the relationship between the business and consumers.

The regulations on risk assessments should also adopt an outcome-oriented approach to
ensuring that assessments support organizational accountability and Agency visibility into data
processing risks and protections. The Agency should avoid the creation of formalistic assessment
procedures that would require duplication of prior efforts and add unnecessary costs to
businesses. The regulations should therefore recognize that risk assessments are an increasingly
common requirement under U.S. and international privacy and data protection laws, and promote
interoperability by specifying that the Agency will accept risk assessments that were originally
conducted pursuant to a reasonably consistent legal requirement. The regulations should further
recognize that a single risk assessment may address a comparable set of processing operations
that include similar activities.

Finally, the regulations should include protections to ensure that businesses have the
necessary confidence to use risk assessments to fully document and assess processing practices,
and are not incentivized to treat their assessments as a defensive measure against potential future
litigation. Therefore, in addition to the important carve-out for trade secrets, the regulations
should clarify that risk assessments submitted pursuant to the CPRA are confidential and exempt
from public inspection and copying under the California Public Records Act and that submitting an
assessment to the agency does not constitute a waiver of any attorney-client privilege or
work-product protection.



2. Annual Cybersecurity Audits

Cybersecurity audits can be an important tool for supporting the protection of user
privacy and security. In establishing regulations to set standards and expectations for conducting
audits pursuant to the CPRA where required, we recommend that the Agency leverage existing
cybersecurity best practices and certification standards to ensure that consumers and businesses
receive the benefits of audits without imposing unnecessary costs. For example, many businesses
have existing self-audit mechanisms adhering to contextually appropriate legal frameworks and
voluntary industry standards and best practices.® The regulations should recognize that self-audit
procedures may meet these standards and affirm that the use of third-party auditors (which would
add significant burden and expense to many covered entities) are not required. Where
appropriate, the regulations should also permit businesses to rely on cybersecurity audits and
certifications maintained by their service providers in meeting these requirements.

3. Automated Decision-making

Any Agency regulations concerning automated decision-making should focus on securing
the CPRA's designhated statutory protections and rights for consumers with respect to fully
automated decisions that have legal or similarly significant effects for consumers, without creating
unnecessary restrictions on low-risk systems and tools used to support ordinary, operational
business purposes. Therefore, the promulgation of any regulations involving automated
decision-making or profiling should consider and incorporate the following principles on
terminology and scope, access to meaningful information, and consumer opt-outs.

a. Terminology

The approach of specifically regulating “automated decision-making” and “profiling” is an
emerging concept under both domestic and global privacy law and accordingly, the terms lack
clear, universally accepted legal definitions. Under the CPRA, the terms “automated
decision-making” and “profiling” could be interpreted as broadly encompassing a range of low-risk
processing activities and basic tools that have proven beneficial for both businesses and
consumers, such as spreadsheets, spell-checkers, filtering of unwanted, harmful, or unlawful
content, and GPS systems. The adoption of overly inclusive regulatory terminology could impede
the use of widely accepted tools that benefit California consumers and businesses alike, slowing
down routine business processes by orders of magnitude. Therefore, forthcoming regulations
should ensure that businesses shall only be obligated to implement access or opt-out requests

8 See e.g., the Payment Card Industry Data Security Standard (“PCI-DSS”), available at
https://www.pcisecuritystandards.org/document_library?category=pcidss&document=pci_dss; the HIPAA Privacy
Security and Breach Notification Audit Program, available at
https://www.hhs.gov/hipaa/for-professionals/compliance-enforcement/audit/index.html; and the Asia-Pacific Economic
Cooperation (“APEC”) Privacy Recognition for Processor System (“PRP”), available at
https://cbprs.blob.core.windows.net/files/PRP%20-%20Intake %20Questionnaire.pdf.
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https://ob.core.wi
https://cbprs.bl
https://www.hhs.gov/hipaa/for-professionals/compliance-enforcement/audit/index.html
https://www.pcisecuritystandards.org/document_library?category=pcidss&document=pci_dss

with respect to fully automated decisions (de-emphasizing the Act’s confusing focus on
“technologies”) involving personal information with legal or similarly significant effects.

b. Access to Information About Automated Decisions

In considering regulations to further enable consumers to access meaningful information
about the logic involved in high-risk automated decision-making processing, the Agency could
provide guidance on how to develop notices that contain simple and clear information regarding
the purpose of the high-risk automated processing and the source, categories, and relevance of
processed information. Logistically speaking, companies should be able to meet obligations
related to facilitating access to information about automated decision-making processes through
existing website disclosures and transparency notices. Importantly, whether businesses are
required to disclose information should be proportionate to the level of risk associated with such
decisions, and accordingly, disclosures should only be required in connection with automated
decisions that produce legal or similarly significant effects for consumers. Providing disclosures
for each type of low risk automated decision would overwhelm businesses with no clear benefit to
consumers (for example, imagine if all companies had to disclose a description of how OCR
technology works to turn a PDF into an editable, searchable document). Further, any regulations
should not require that businesses disclose trade secrets or proprietary information such as
algorithm(s) or source code. These types of disclosures are unlikely to provide meaningful
protections against risk, are of little practical use to ordinary consumers, and can severely chill
innovation.

c. Opt-Out Rights With Respect to Automated Decisions

Consistent with emerging U.S. privacy regimes, any Agency regulations establishing
opt-out rights with respect to automated decision-making should be limited to fully automated
decisions that produce legal or similarly significant effects concerning the consumer.’ To provide
greater legal certainty, any regulations should specify the categories of use cases that would be
implicated here - such as decisions that result in the provision or denial of financial or lending
services, housing, insurance, education enrollment or opportunity, criminal justice, employment
opportunities, health care services, or access to essential goods or services. Broader applicability
to more low-risk decisions would impede ordinary business activity and diminish the availability
and function of personalized consumer services. In instances where high-risk automated
decision-making processing is essential for the provision of certain services (i.e., a core
benefit/function of the service is its automation), such as in-car safety systems, businesses should
be able to demonstrate to consumers supplemental precautions taken instead of offering opt-out
options.

4. Audits Performed by the Agency

? See VCDPA § 59.1-573(A)(5), CPA § 6-1-306(1)(a)(1)(C).



The CPRA’s contemplation of privacy compliance audits carried out by the Agency beyond
its specific and statutorily defined investigative powers will be a unique enforcement authority
under U.S. law. CCIA appreciates the Agency’s solicitation of comments on this issue, as careful
consideration must be given to clearly defining the scope of the Agency’s audit authority in order
to ensure adherence to foundational standards for fairness and due process that animate the
American legal system. We further recommend that the Agency consider using the California
Administrative Procedure Act regular rulemaking process to ensure meaningful public input on
the establishment of any formal audit procedures.

As an initial matter, CCIA recommends that the Agency’s regulations establish a voluntary
audit program, under which organizations acting in good faith to adhere to their requirements
under the CPRA can request review of certain compliance practices. A requesting business and the
Agency could negotiate in advance to establish the scope of the audit, which may be limited to
particular practices such as the business’s CPRA transparency disclosures or user consent flows,
with the aim of ensuring or providing guidance for meeting the CPRA's requirements. In fulfilling
the Agency’s educational role, anonymized conclusions and insight drawn from the voluntary audit
program could be published by the Agency on a regular basis. CCIA encourages the Agency to
consider the voluntary audit procedures established by the United Kingdom’s Information

Commissioner’s Office as a model.*°

In considering whether to pursue the promulgation of regulations that would provide for
the exercise of compulsory audits, CCIA recommends that the Agency consider the following
potential regulatory protections for all stakeholders.

a. Criteriafor Selecting Compulsory Audit Subjects

The Agency’s regulations should ensure that any selection of businesses for compulsory
audits will be conducted in a fair and equitable manner. Regulations establishing criteria for
compulsory audits should also provide that the Chief Privacy Auditor must have probable, or at
least reasonable, cause to believe that a business has engaged or is engaging in a violation of the
CPRA or its implementing regulations that implicates a cognizable risk of harm. Alternatively,
audits could be fairly conducted by simultaneously investigating common practices of similarly
situated companies.

b. Scope of Compulsory Audits

CCIA encourages the Agency to establish guardrails that will require the Agency to set a
clearly defined scope for any compulsory audit prior to its commencement. Audits should be
limited to the systems, processes, and staff relevant to a particular identified risk or issue, and the
Agency auditor should be constrained from using audits to conduct ‘fishing expeditions’ into other

¥ [nformation Commissioner’s Office, “A guide to ICO audits” (June 2021),
https://ico.org.uk/media/for-organisations/documents/2787/guide-to-data-protection-audits.pdf.
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practices and from issuing findings relating to compliance with non-CPRA statutes. As a matter of
practice, the regulations should explicitly exempt attorney-client privileged material, and set a
presumption against collecting personal consumer information through an audit unless necessary
for accomplishing the purpose of an audit.

c. Compulsory Audit Procedures

Regulated entities will require time to adjust their processing practices and compliance
programs to meet their new CPRA obligations. Therefore, the Agency should provide that any
compulsory audits will not commence until a reasonable period of time following the formal
adoption of final CPRA rules. Furthermore, in order to fully comply with a compulsory audit,
companies (especially small and medium-sized enterprises) will have to commit significant internal
resources to support the audit process. CCIA recommends that companies should be given
reasonable notice in advance of an audit (at least thirty days), and reasonable time to comply with
any production, review, interview, or other auditor requests.

The Agency should also ensure the protection of any audit materials by establishing secure
methods for storing and exchanging information with an audited business, maintaining access logs
for that information, and establishing internal safeguards to ensure that audits operate fully
separately from the Agency’s enforcement and investigation teams. In order to maintain the
privacy of sensitive business (and potentially personal) information, audit materials should be fully
exempt from inspection and copying under the California Public Record Act and subject to
confidentiality requirements. Furthermore, following the completion of an audit, the Agency
should return and permanently destroy materials collected or reviewed as part of the audit
process (particularly any personal consumer information).

5. Consumers'’ Right to Correct Inaccurate Personal Information

The CPRA adopts an important consumer privacy control and brings California into
greater alignment with emerging domestic and international privacy standards by creating a
consumer right to correct inaccurate personal information.!! In order to ensure the effective and
commercially reasonable implementation of this right, CCIA offers the following commentary for
the Agency’s forthcoming regulations.

First, any right to correct must include appropriate standards for the authentication of
requests in order to limit the risk of fraud. CCIA recommends that the Agency adopt similar
guidelines to the CPRA’s existing verification procedures applicable to comparable requests to
access and request the deletion of personal information.”* However, the right to correct will likely
also require new guidance on the establishment of procedures for consumers to provably
demonstrate, where appropriate, that the information held by a business is inaccurate.

1 CPRA§ 1798.106.
'2See CPRA § 1798.130.
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Second, Agency guidance on the “commercially reasonable efforts” that companies should
take in response to a verifiable correction request should recognize that such efforts will be
context dependent. Where the presence of inaccurate information may lead to decisions with legal
or similarly significant effects to a consumer such as decisions concerning access to credit,
housing, or employment opportunities, there should be a higher standard for reasonableness than
for information that lacks equivalent impacts.

Finally, the regulations should affirm that the right to correct is limited to objective, factual
information that is demonstrably inaccurate. The right to correct should not be interpreted as
extending to opinions, inferences, or conclusions which are protected by First Amendment
principles for free expression.

6. Opt-Out Preference Signals

The implementation and adoption of opt-out signals is an area with significant uncertainty
where the Agency is well-positioned to provide important technical and operational guidance
through the regulatory process. CCIA recommends that the Agency develop regulations focused
towards: (1) mitigating potential harms to competition by the selective development or
deployment of opt-out signals for the purposes of unfairly disadvantaging other businesses, (2)
enabling users to simply exercise a choice to opt-in or reverse any opt-out decision, (3) providing
guidance on the circumstances under which a business that chooses to allow consumer opt outs
through preference signals consistent with CPRA § 1798.135(b){1) may ignore an opt-out signal
and how to respond to multiple, conflicting signals. As the development of opt-out signals may
significantly impact diverse stakeholders in the broader Internet ecosystem, we further
recommend that the Agency solicit broad input on signal specifications through the upcoming
“informational hearings” series.

7. Definitions
CCIA offers the following comments on definitions under the CPRA.
a. ‘“Deidentified” Information

In establishing exceptions and carve-outs for data maintained and processed in less
identifiable formats, the CPRA incentivizes more privacy preserving data processing practices.
Regulations focused on clarity, compliance interoperability, and implementability for these
categories of data will best support the widespread adoption of privacy supporting technologies.
For example, with “deidentified” data, CCIA recommends that forthcoming regulations remove the
confusing reference to “infer[ring] information” and add a requirement that deidentified data also
cannot reasonably be linked to a specific consumer’s device, in order to better align this definition
with the widely accepted U.S. standard rooted in the Federal Trade Commission's 2012 report on



Protecting Consumer Privacy in an Era of Rapid Change.™ The Agency should further incentivize the
use of privacy protective technologies by clarifying the distinction between deidentified and
“pseudonymised” data under the CPRA and exempting demonstrably pseudonymized data from
data subject requests, consisted with emerging U.S. legal standards.™

b. “Precise Geolocation” Information

The CPRA recognizes that depending on context, location data can be a sensitive category
of personal information that may benefit from heightened privacy protections. The Act further
establishes a strong standard for the precision of qualifying location information that goes beyond
comparable state and federal privacy frameworks that can also be consistently engineered by
regulated businesses.'® Therefore, CCIA recommends that the Agency refrain from seeking to
establish any new brightline rules expanding the scope of geolocation information that is
considered “precise” based on any single factor such as the density of an area, which could create
significant operational burdens for businesses and not necessarily increase consumer privacy
protections as there are multiple technical and contextual factors relevant to the precision of
location information.

The Agency’s forthcoming regulations can also further define “precise geolocation
information” in accordance with the CPRA's intent and in support of interoperability with
comparative legal regimes by (1) specifically carving out from the definition the content of
communications, (2) providing that precise geolocation data is reasonably linkable to an identified
or identifiable natural person (exempting de-identified and anonymous data), and (3) carving out
certain data practices involving location data that are not used to track individual consumer
movements over time, such as a consumer’s entry into or exit from a geo-fence used solely for
triggering certain desired notifications.

c.  “Specific Pieces of Information Obtained from the Consumer”

Consistent with the need for operationalizable CPRA requirements and in service of
ensuring that consumers are able to obtain useful and actionable information when exercising
their access requests, CCIA recommends that the Agency promulgate rules concerning the
definition of “specific pieces of information obtained by the consumer.” In particular, the
regulations should exclude non-human readable data and information that is stored solely on a
client-side or user device beyond the access of regulated businesses.

13 Federal Trade Commission, “Protecting Consumer Privacy in an Era of Rapid Change” (Mar. 2012),
https://www.ftc.gov/sites/default/files/documents/reports/federal-trade-commission-report-protecting-consumer-priv
acy-era-rapid-change-recommendations/120326privacyreport.pdf see aiso VCDPA § 59.1-571 and CPA § 6-1-1303(11).
14 See VCDPA § 59.1-577(B), CPA § 6-1-1307(3),

1> See VCDPA § 59.1-571 (“Precise geolocation data’ means information... that directly identifies the specific location of
anatural person with precision and accuracy within a radius of 1,750 feet”), Children’s Online Privacy Protection Rule §
312.2 (“Geolocation information sufficient to identify street name and name of a city or town”).
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d. “Dark Patterns”

The CPRA definition of user interface design features referred to as “dark patterns” is
vague and appears to be unworkable in practice. Any user interface that creates structure by
establishing a user-flow experience could be interpreted as having the effect of limiting user
“choice” to the options that are provided. Providing users with neutral “choice” over the full
universe of theoretically possible options and controls would be impractical if not impossible for

businesses and consumers alike. For example, the definition would appear to consider defaults set

to the most privacy preserving options as “dark patterns” because they would “impair” consumer
“choice” and “decision-making” as to their privacy options.

The Agency’s forthcoming regulations should support clarity for this novel legal
requirement by specifying the definition of “dark patterns” is focused on deceptive or
manipulative design practices that amount to consumer fraud in the contexts where such
practices are specifically forbidden under the CPRA. The Agency should further consider
engaging with relevant stakeholders, including user-interface designers, with the aim of
developing actionable guidance such as examples of prohibited dark patterns and principles
of good design, to help guide companies in developing effective and context-appropriate
experiences for their users.

*okk

Thank you again for the opportunity to comment on the California Privacy
Protection Agency’s preliminary rulemaking activities regarding the California Privacy
Rights Act. If you have any questions regarding these comments and recommendations,

please contact Alyssa Doom at_.

Sincerely,

Alyssa Doom
State Policy Director
Computer & Communications Industry Association
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Cybersecurity Audits & Assessments
¢ To the extent that CPRA requires cybersecurity audits or consumer privacy risk assessments:

o

o

o

The Agency should strongly consider the fact that Insurers are already regulated under the
Insurance Code and the Financial Code because they are subject to plenary audit authority
by the CDI.

To the extent insurers perform cybersecurity audits as required by other laws/regulations
or do so as an industry best practice they should be deemed in compliance with any
California requirements.

Additionally, any audits or assessments should be standardized to conform to industry
recognized cybersecurity standard and should mirror, or otherwise harmonize with, other
cybersecurity audits or assessments required by California law.

Automated Decision-Making (ADM) Technology
e To the extent that CPRA regulates automated decision-making technology:

o

When the Agency enters formal rulemaking, it will be very important to recognize current
State and Federal regulations that already regulate ADM to avoid duplication or conflicting
regulations for insurers.

ADM technology regulations should not impose any bans or purpose limitations on insurers
use of artificial intelligence/machine learning; or to the extent this is not possible, bans or
purpose limitations should not be unduly burdensome on insurer operations or efforts to
innovate.

Innovative technology has its benefits for businesses, and we request the Agency focus
any regulation on ADM that impacts individuals as opposed to ADM that helps a business
run more smoothly (e.g., like a call router).

Insurers or insurance-related activities such as rating should be exempt from the California
law’s definition of profiling. Including such activities in profiling may have a negative impact
on the ability of insurers to deliver affordable products to California consumers.

If ADM is applied to the business of insurance, clarification is needed as to what is meant
by the term (i.e., in the Claims world, if certain medical bill processing software is deemed
“automated decision making” and consumers have a right to opt-out, that could quickly
become a problem and have an enormous operational impact. At a minimum, allowing opt-
outs of that nature would delay claim handling timeframes (to the detriment of the claimant)
and compromise insurers’ ability to timely comply with various Fair Claim Settlement
Practice Regulations.

Additionally, we would appreciate clarity on how trade secrets and proprietary information
would be protected, should regulations require audits or transparency.

For insurers, the challenge of multiple regulators promulgating regulations, examining conduct,
and taking enforcement actions is significant. With these preliminary insurance industry specific
comments, PIFC is hopeful that the Agency will recognize the existing state and federal rules that
insurers already comply with, and that avoiding unnecessary, duplicative, and conflicting
regulations will be a core principle. Given the complexity and cost of compliance with CPPA and
CPRA, our members also seek flexibility wherever possible and appropriate. We look forward to
working collaboratively with the Agency and Board to develop fair regulations that can be
implemented in a manner that best serves Californians.

Sincerely,

Seren Taylor
Senior Legislative Advocate
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2) Automated Decisionmaking - The CPRA provides for regulations governing consumers’
“access and opt-out rights with respect to businesses’ use of automated decisionmaking
technology.”

a. What activities should be deemed to constitute “automated decisionmaking
technology” and/or “profiling.”

The use of innovative technologies, such as automated processes and technologies, benefit
businesses tremendously, allowing them to increase productivity, prevent and detect fraud and
identity theft, improve business processes, save costs, better allocate resources, and better use the
talents of their employees. As the Agency looks at what should be deemed an “automated
decisionmaking technology,” C TEC encourages the Agency to take a risk-based approach,
focusing not on technologies, but on the circumstances where those technologies have a
significant, direct, tangible impact on either the economic or legal rights of the consumer. Any
rules should not apply to inconsequential decisions made by automated decision technology.

Furthermore, C_TEC would encourage the CPPA to review current State and Federal
regulations that already regulate automated decisionmaking technologies. Potentially deeming
those already regulated industries within the scope of the CPRA could possibly cause unnecessary
duplication of rules for businesses. Moreover, we encourage the CPPA to consider other domestic
and international questions this rulemaking will raise. This includes how to harmonize with any
federal requirements and frameworks. It also includes the recent EU-US pledge to collaborate on
a common framework for the protection of human rights in Al at the summit for the recently
launched Trade and Technology Council. Finally, we would encourage the Agency to make any
regulation flexible to allow for future refinements.

b. When consumers should be able to access information about businesses’ use of
automated decisionmaking technology and what processes consumers and businesses
should follow to facilitate access.

C_TEC would encourage that any CPRA rulemaking indicates that the information should
be presented upfront to the consumer in a disclosure (e.g., privacy policy) that will provide
necessary information regarding the businesses’ use of “automated decisionmaking technology.”
Furthermore, we believe consumers should be able to use the same self-service portals or other
methods by which they currently exercise rights under the CPPA or other sector-specific
regulations.

c. What information businesses must provide to consumers in response to access
requests, including what businesses must do in order to provide “meaningful
information about the logic” involved in the automated decisionmaking process.

C _TEC encourages CPPA to leverage existing NIST principles, including the recently
tinalized “Four Principles of Explainable AI”, to provide aligned guidance with what businesses
must do to provide “meaningful information about the logic” involved in the automated decision-
making process. Meaningful information about the logic should be focused on high level controls



that support explainability, transparency, robustness, and trustworthy Al principles. The actual
logic of the model is proprietary and should remain so.

C_TEC believes that it is essential to highlight that general access and correction rights
are already provided to consumers within CPRA and required in many other sector-specific
regulations.

d. The scope of consumers’ opt-out rights with regard to automated decisionmaking,
and what processes consumers and businesses should follow to facilitate opt outs.

C_TEC would encourage any substantive expansion of opt-out rights in the CPRA to be
adopted by the legislature rather than through an administrative rulemaking procedure. The core
of California privacy law is the opt-out right, which is clearly defined in statute and has been
subject to voter approval. The ambiguous provision in the rules regarding opt-out rights and
automated decisionmaking does not support the creation of new duties and rights, which further
expands the newly amplified opt-out right.

If any new rules regarding opt-out must be adopted, personal information protected under
other financial privacy laws (federal or state) should continue to be excluded from the scope of
this specific opt-out request. As well as an exemption for when an opt-out may cause harm or
adverse impact to consumer out — e.g. packet routing — opt-out could slow down internet speed.
Finally, and an exemption should be put in place for when an opt-out request is not feasible — e.g.
a non-automated decision system cannot accomplish the task.

Furthermore, if the CPPA moves forward with an opt-out right tied to automated,
decision-making, we would highly encourage it to follow the General Data Protection
Regulation; consumers may opt-out of solely automated decisionmaking by requesting a human
review of a decision that has caused a significant, direct, and tangible impact. Allowing
consumers to opt-out of any automated process involving consumer data that leads to an
insignificant decision (e.g., the decision to recommend one tv show over another on a streaming
service) has the potential to cause disruption and inefficiencies for businesses without providing
a commensurate benefit to consumers.

3) Audits Performed by the Agency

The Agency should perform an audit only where there is evidence that a business has
misused personal information or violated substantive provisions of the CPRA, creating either
harm or a substantial risk of harm to consumers. For example, a company that is honoring a
consumer’s “Do Not Share” wishes but whose sole failure under CRPA is not proving a “Do Not
Share” button should not trigger an audit without other negative circumstances. The rules should
require a majority of Agency members to vote in favor of an audit before one can be ordered and
to issue a resolution that cites the relevant evidence and defines the scope of the audit being
required. The scope should be limited to addressing practices directly related to the misuse of
personal information that gave rise to the audit. The Agency might follow the lead of the Federal
Trade Commission and require audits to be performed after the end of an enforcement action
against a business.



The CPRA should give a business the option to select an independent, certified auditor to
perform any audits. (Regulations must also ensure the protection of businesses’ proprietary
information disclosed during the audit.)

Because audits can and do result in a finding of no material deficiencies, the agency
should ensure that any audits contain robust confidentiality/proprietary safeguards so that an
audit cannot be revealed to the public through California’s Public Records Act. Additionally, the
data, algorithms, and other proprietary material that the agency is authorized to review should
receive similar confidentiality/proprietary protections.

4) Consumers’ Right to Delete, Right to Correct, and Right to Know
Responding to Requests

The Agency should provide clarification on the requirement for businesses with a
physical presence to have a toll-free phone number allowing consumers to exercise their privacy
rights. Some companies have a very small physical presence in which all users are funneled
through an app or other online means, making their requirement for a staffed toll-free number an
extremely burdensome and highly unnecessary one.

In responding to consumer requests, businesses should not be required to take extra steps
(beyond what’s required today under the CCPA) to identify a consumer whose identity is
unknown to the business. This would represent a disproportionate effort.

Right to Correction

The CPRA specifies that the right to correction should take into account “the nature of
the personal information and the purposes of the processing of the personal information.” The
right should have limited application to personal information that is necessary for the consumer
to receive services (e.g. name, contact and payment information) and to exercise rights related to
the business (e.g. payment or credit history with the business). It should not apply to data points
that are obtained from third parties or are generated automatically through use of the business’
services and that do not impact the consumer’s rights or services (e.g. [P address, inferences, or
telemetry data). It should not apply to inferences made about the consumer or to information
obtained from third parties, unless this information is necessary to provide services to the
consumer.

A consumer should not be permitted to alter a contract or terms to which s/he has agreed
by exercising the right to correction.

Regulations should have provisions on verification of identity similar to those of the
CCPA (11 C.C.R. §999.323-999.326). Businesses should be able to develop processes to
prevent fraud, such as using the precise geolocation of a consumer to verify identity, or the
staggering of timeframes in which certain data is corrected. It is essential for businesses to be
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able to use strong methods of authenticating consumers’ identities prior to releasing or changing
personal information.

Separately, when consumers request a correction to personal information, they must be
required to show that the requested change is necessary and accurate by showing proof like a
phone bill.

A business that receives a consumer’s request to correct information should not be
required to correct information if it was not the original source of the information. For example,
a business may have information in its system that was inputted incorrectly by the consumers
themselves and shared by another party. A business that was not the original source of the
information should be able to inform the consumer to contact the original source so that the
information is corrected at its source. Otherwise, incorrect data will continue to feed back into
business systems.

Right to Know

A business should be required to provide information in response to a consumer request
to know if it is readily available and in electronic format. To contrast, a business that has
information in archive systems or non-electronic formats should be able to claim that providing
such information “would involve a disproportionate effort.”

5) Consumers’ Rights to Opt-Out of the Selling or Sharing of Their Personal Information
and to Limit the Use and Disclosure of Their Sensitive Personal Information.

Data is vital for preventing incidents like fraud and securing network. Personal
information was instrumental in promoting public safety like stopping the San Bernardino
shooters, expanding consumer access to credit, and improving public health.? An interpretation
of the CPRA by the Agency should take into consideration these societally beneficial purposes
when determining when opt-out is not required.

Private and public implementations of universal opt-outs can have negative spillover
effects for both individual companies and the broader internet ecosystem. Because of this, the
design of these mechanisms should be developed collaboratively with input from industry and
other stakeholders. Regulations must be consistent with the text of the CPRA, which clarifies
that it is optional for a business to recognize a signal to opt out of the sale or sharing of personal
information or to limit the use of sensitive information (§1798.135(b)(1), (3)). Other consumer
notice and competition considerations contained in §1798.185(a)(19)(A) must also be reflected
in the rules. Moreover, the CPRA directs the CPPA to cooperate with other states to ensure
consistent application of privacy protections. § 1798.199.40(i). Colorado also is poised to start a
rulemaking on an opt-out signal with regulatory directives to consider similar, and in some
instances nearly identical, specifications to what the CPRA directs. The CPPA should work with
Colorado to ensure that interoperable and aligned requirements for these signals are developed.

2 https://americaninnovators.com/wp-content/uploads/2020/10/CTEC_TechUpgrade Data .pdf
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Any specifications that apply to global privacy controls (“GPC”) should provide
businesses with sufficient flexibility to implement the technical solutions that fit their business
models. Businesses use a variety of solutions today, and the Agency should avoid mandating a
specific type of solution that may thwart innovation and reduce incentives to provide consumers
the full range of choices in opt-out solutions. Any specifications must accurately identify which
consumers are located in California so that businesses can accurately honor the request.
Businesses should be limited to online data collection and not require a company to identify
unauthenticated users to ensure that they are opted out of all forms of “sale” of personal
information. This would be inconsistent with §1798.145(j). Businesses must be able to notify
consumers of the consequences of an opt-out and solicit permission to use cookies. This is
consistent with the CPRA’s aims of transparency and consumer choice. Any GPC must inform
users of the meaning of the “Do Not Sell” signal in California. Default choices must be avoided
to prevent uninformed choice or market distortion.

Companies honoring opt-out signals will inevitably receive competing signals (i.e. - a
person opts out through a universal control but then opts in for a specific service). It will be
important to provide guidance to companies about how to manage competing signals.

Ample time is needed by companies to adhere to any preference signal not obtained
directly. If the signal is an incoming global request from a browser, another platform, ete,
businesses need IT resources to read and direct traffic into our direct request/response system.
Time would be necessary to adjust based on the preference signal that may be developed. In the
interim, the preference signal solution should direct consumers to the individual companies to
handle their specific requests, so consumer needs are met.

Companies should have the ability to win back people on an individual basis. There
should be guardrails for this, but the relationship that businesses build with their customers
should be preserved. For instance, a company could give users the ability to win back
opportunities for some extended period of time.

7) Information to Be Provided in Response to a Consumer Request to Know (Specific
Pieces of Information)

Businesses should only be able to provide identifiable personal information that is readily
and reasonably available in their active production systems and does not present undue
administrative cost or burden. The Agency should consider that this information may be harmful
if exposed and is actively in use. Consumers should be allotted one request per 12 months for
requests for data.

Businesses could spend disproportionate efforts to provide personal information from
unstructured environments (e.g. log files), archived, non-active or non-production systems, and
personal information that may not be identifiable on its own. The regulations should establish
that IP addresses are not considered personal information if a business does not link the IP
address with a specific person. For example, if an IP address is considered personal information,
it is not individually identifiable on its own. The business may have to tie multiple pieces of
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data, systems, and vendor/partner data together to attempt to properly identify the individual,
which could increase privacy risks for consumers. If identifiable information could even be
provided back, the information is not digestible by the average consumer. CCPA does not
require the business to reidentify or otherwise link any data that, in the ordinary course of
business, is not maintained in a manner that would be considered personally identifiable
information (e.g. aggregated, pseudonymized, or deidentified data).

8) Definitions and Categories

The CCPA and CPRA provide for various regulations to create or update definitions of
important terms and categories of information or activities covered by the statute.

c. Updates, if any, to the law’s definitions of “deidentified” and/or “unique
identifier.”

The Agency should align the definition of “deidentified” with the Virginia Consumer
Data Privacy Act’s (“VCDPA”) definition for clarity and better implementation. The Agency
should remove the reference to inferring information, add a reference to devices linked to a
consumer, and sharpen the distinction between “pseudonymized” and “deidentified” data by
applying exceptions similar to those in the VCDPA and Colorado Privacy Act (“CPA”). There
should also be the added benefit of incentivizing the use of privacy protective technologies even
where deidentification may not be feasible.

In the definition of “unique identifier,” the Agency should remove references to devices
linked to a consumer and the list of example identifiers. Doing so would clarify the definition,
remove circular references, and align the treatment of linked devices with VCDPA. “Unique
identifier” shouldn’t include cookies, beacons, pixel tags, mobile ad identifiers, or similar
technology; that is information that might link to a unique identifier. The technology or cookies
themselves wouldn’t be uniquely identifying the individual. It would be helpful to clarify that
the identifier is unique if the persistent identifier can reasonably identify the individual without
the burden on the business to reidentify and link other data to make it individually identifiable.

e. Further defining the business purposes for which businesses, service providers,
and contractors may combine consumers’ personal information that was obtained
from different sources.

The current list of business purposes includes auditing, ensuring security and integrity,
debugging, short-term transient use including non-personalized advertising shown as part of a
current interaction, performing services on behalf of the business including maintaining or
servicing accounts, providing advertising and marketing services except for cross-context
behavioral advertising, undertaking internal research, and undertaking activities to verify or
maintain the quality or service of a service or device.






Regulations should balance clear and precise descriptions of risky practices with the risk of
negative effects from overly prescriptive design. The best design is context sensitive, consistent
with the wider user experience and a users’ expectations. It should be aware of the particular
goals and intent that a person may have at that time in the user journey.

Again, because this is a novel area of regulation, it will be important to continue to consult
with a range of stakeholders, but particularly with designers, to understand design constraints
and design best practices.

The Chamber appreciates the ability to provide comments on the issue areas requested
above. Another area in which the Agency should consider harmonizing approaches with other
states is enforcement. Virginia and Colorado provide at least a 30-day cure period for alleged
violations before enforcement is undertaken. The CPRA gives the Agency discretion to provide
businesses with a cure period.> The Chamber requests that the Agency promulgate a blanket 30-
day cure period to enable greater collaboration between businesses and regulators.

We look forward to working with you to ensure consumer protection and clear rules for
compliance in implementing the CPRA.

Sincerely,

Jordan Crenshaw
Vice President
Chamber Technology Engagement Center

3 Cal. Civ. Code § 1798.199.45 (Upon the sworn complaint of any person or on Its own initiative, the Agency may
investigate possible violations of this title relating to any business, service provider, contractor, or person. The
Agency may decide not to Investigate a complaint or decide to provide a business with a time-period to cure the
alleged violation. In making a decision not to investigate or provide more time to cure, the Agency may
consider: (a) the lack of Intent to violate this title; and (b) voluntary efforts undertaken by the business,
service provider, contractor, or person to cure the alleged violation prior to being notified by the Agency of
the complaint. The Agency shall notify in writing the person who made the complaint of the action, If any, the
Agency has taken or plans to take on the complaint, together with the reasons for such action or non-action.)

10



https://1798.199.45



mailto:regulations@cppa.ca.gov




comments on the CCPA regulations into account as it begins the process of drafting regulations to
implement the CPRA. We also ask the Agency to consider the following specific topics when
issuing its initial draft regulations:

I

IL

I1I.

Iv.

The Agency Should Take a Leadership Role in Aligning State Privacy Laws.
The Agency is in a unique position to advance harmonization across differing state
privacy laws, such as those in Virginia and Colorado. To the extent possible, we
encourage the Agency to take steps to further uniformity across state privacy
regimes.

The Agency Should Ensure Opt-Out Preference Signals Are Truly User-
Enabled and Are Not Set By Default. The Agency should promulgate rules that
reinforce the CPRA’s requirement for opt-out preference signals to be affirmatively
set by consumers. The Agency should prohibit intermediaries from setting such
signals by default and should ensure that opt-out signals or other mechanisms do not
inhibit businesses from communicating the consequences of opt out choices to
consumers. We believe that this is in conformance with the California privacy laws.

The Agency Should Appropriately Tailor Risk Assessment Requirements. The
Agency should require businesses to submit assessments only upon request in the
context of a formal investigatory proceeding. The Agency should also make clear
that turning assessments over to the Agency does not waive bedrock attorney-client
privilege and work product protections.

The Agency Should Avoid Overly Prescriptive Rules Addressing Dark Patterns.
The Agency’s dark patterns regulations should not overly constrain businesses’
ability to engage with consumers. Such regulations should strike a balance of
deterring deceptive and manipulative conduct while allowing for flexibility in the
modes, methods, and content of business communications with consumers.

The Agency Should Take Steps to Preserve the Benefits That Data-Driven
Advertising Provides to Californians, to the Economy, and to All Consumers.
The Agency should recognize the benefits the data driven economy provides to
consumers and should advance a regulatory approach that offers appropriate
protections for Californians while still enabling them to benefit from the data
economy.

We thank the Agency for the opportunity to provide comment on these topics, as discussed
in more detail below, and we look forward to continuing to engage with the Agency as it
promulgates draft regulations to implement the CPRA.

I.

The Agency Should Take a Leadership Role in Aligning State Laws

In addition to California, Virginia and Colorado have recently enacted state privacy laws
that are set to take effect in 2023.3 To the extent possible, we encourage the Agency to use the

3Va. Code Ann. §§ 59.1-571 et seq.; Colo. Rev. Stat. §§ 6-1-1301 et seq.

2.






consumers an opt-out preference signal option or an option to opt out via a clearly labeled
homepage link.

B. Opt-Out Preference Signals Should Be User-Enabled

For businesses that elect to enable consumers to opt out of sales or sharing of personal
information through opt-out preference signals or other such mechanisms, the CPRA directs the
Agency to promulgate rules defining technical specifications for such controls. The CPRA places
specific parameters around the Agency’s promulgation of such rules. Namely, the opt-out signal or
mechanism must “ensure that the manufacturer of a platform or browser or device that sends the
opt-out preference signal cannot unfairly disadvantage another business.”® According to the
CPRA, the Agency must also ensure such opt-out preference signals or controls “clearly represent a
consumer’s intent and [are] free of defaults constraining or presupposing such intent.”” The
regulations should reflect these important elements of consumer choice that are set forth in the law.
These parameters serve to help ensure consumer choices are genuine, and that opt-out preference
signal regulations do not favor certain businesses over others, remove businesses’ ability to
communicate the consequences of opt out choices to consumers, or stand in the way of true and
informed user choice.

Our past comments to the CCPA detail this issue in depth, as set forth in Exhibit A. In
particular, beginning on page 2 of our March 27, 2020 comment to the OAG on the content of the
CCPA regulations, we discussed ways that intermediary interference with consumers’ use of global
privacy controls could thwart the expression of true user choices. Finally, we addressed how the
imposition of a global privacy control requirement should not turn the CCPA’s and CPRA’s explicit
opt-out structure into an opt-in structure, thereby directly contravening the text of the law itself,
which enables consumers to opt out of business sales of personal information, rather than have to
turn off an automatic setting that assumes they want to opt out of sales across all businesses. We
ask the Agency to review these comments for background and to ensure that regulations
implementing the CPRA further informed consumer choice and the explicit opt out structure set
forth in the law.

In addition, we provide in Exhibit B a consensus framework for evaluating whether opt-out
preference signals or other mechanisms in the market are actually user-enabled. This consensus
framework was developed by a broad group of stakeholders across the digital advertising industry.
It requires an affirmative consumer choice to exercise the right to opt out and requires choice
settings to be presented to consumers in ways that do not unfairly disadvantage certain businesses
over others. The framework also requires a business to communicate the effect of the choice setting
and the scope of the opt out to consumers. The framework also provides guidance regarding
business transparency surrounding the choice signal and how consumers can opt in after previously
having opted out of sales or sharing. We encourage the Agency to review the framework set forth
in Exhibit B and to consider implementing it via regulation.

3 1d. at § 1798.185(19)(A)(i) (emphasis added).
97d. at § 1798.185(19)(A)(iii) (emphasis added).
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III.  Appropriately Tailor Risk Assessment Requirements

The Agency asked commenters to provide input on when processing should require a risk
assessment under CPRA.!*> We encourage the Agency to: (1) require businesses to submit
assessments to it only upon the Agency’s request pursuant to a civil investigative demand or other
formal investigatory process; (2) clarify that a single assessment conducted for purposes of
compliance with other laws may satisfy CPRA assessment requirements; and (3) ensure that any
requirements to turn over assessments to the Agency do not waive foundational attorney-client
privilege or work product protections.

We ask the Agency to clarify that risk assessments must be provided to the Agency only
upon request after it has served a civil investigative demand or similar formal inquiry on a business.
Requiring risk assessments at any more regular cadence would create excessive compliance costs
for businesses and would necessitate significant resources from the Agency to review assessments,
thereby removing staff from devoting time to other areas of critical importance. In this area, the
Agency can take steps to align the CPRA with other state privacy laws. For example, the Virginia
Consumer Data Protection Act allows the Virginia Attorney General to request a company’s data
protection assessment pursuant to a civil investigative demand if such assessment is relevant to an
ongoing investigation.'* The Agency should adopt a similar approach to risk assessments under
CPRA.

The Agency should also clarify that assessments conducted for purposes of compliance with
other laws may satisfy CPRA requirements if the assessment conducted for compliance with
another law addresses a comparable set of processing operations or includes similar activities.
Laws that will go into effect imminently, such as the new privacy laws in Colorado and Virginia,
require assessments for certain processing activities. Companies should not be required to perform
separate assessments for each law if the processing activity that is the subject of the assessment is
similar. The Agency should confirm that assessments conducted to comply with other privacy laws
may satisfy CPRA requirements.

Finally, we encourage the Agency to clarify that a disclosure of a risk assessment to the
Agency upon its request does not constitute a waiver of attorney-client privilege or work product
protection with respect to the assessment and any information contained in the assessment.
Attorney-client privilege and work product protections are crucial, long-standing principles that
encourage open communications between businesses and their counsel. Declining to clarify that
such protections extend to risk assessments would hinder businesses from being able to candidly
work with their legal representatives to perform risk assessments to further compliance with data
privacy laws. As a result, the Agency should clarify that its risk assessment regulations and any
actions that would require a business to turn over risk assessments to the Agency do not waive
critical attorney-client or work product protections.

13 See RFC at 2.
4 Va. Code. Ann § 59.1-576(c).



IV.  Avoid Overly Prescriptive Rules Addressing Dark Patterns

In its request for comment, the Agency asked for input on “regulations, if any, that should be
adopted to further define ‘dark patterns.””!> The CPRA itself defines “dark pattern” to mean “a user
interface designed or manipulated with the substantial effect of subverting or impairing user
autonomy, decision-making, or choice, as further defined by regulation.”!® If the Agency takes
steps to promulgate further regulations surrounding dark patterns, we ask it to avoid overly
prescriptive mandates that do not enable flexibility for business communications with consumers.

While we agree the Agency should take steps to prevent unscrupulous actors from using
deceptive and manipulative practices in the marketplace, we strongly believe overly prescriptive
rules regulating the form and content of speech would not be in the best interests of California
consumers or businesses. Notices and choice interfaces that are presented to consumers should be
clear, meaningful, and free from deceptive practices that manipulate consumers into making certain
elections. However, there should be flexibility for companies, channels, and platforms to present
user information, choices, and notices to consumers in ways that make sense for the given company,
channel, platform, and the consumer. For instance, a brick and mortar retailer may present notices
and choices to consumers in a manner that is entirely different from a company that offers a smart
speaker with no visible interface for written disclosures on the device. Regulations addressing dark
patterns should not be so rigid that they limit businesses’ ability to appropriately tailor and present
disclosures and choices to their consumers, nor should they require businesses to present
information in a way that lessens consumer engagement or hinders business innovation. We caution
the Agency from overreaching in its rules on dark patterns, as overly prescriptive regulations could
violate First Amendment protections for commercial speech as applied to the states through the due
process clause of the Fourteenth Amendment.!”

Responsible businesses do not endeavor to be deceptive or manipulative in their
communications with consumers, because their relationships with customers are founded in
consumer trust. Businesses are incentivized to maintain that relationship of trust with customers so
consumers continue to come to them for products and services. We support regulations that would
minimize deceptive and manipulative market practices when it comes to presenting consumer
notices and choice interfaces, as we believe truthful, accessible, and clear notices and choice
mechanisms benefit businesses and consumers alike. However, we ask the Agency to avoid issuing
overly prescriptive rules that would too rigidly define how businesses must communicate with and
present choices to consumers.

V. Data-Driven Advertising Provides Significant Benefits to Californians, to the
Economy, and to All Consumers

Over the past twenty years, data-driven advertising has created a platform for innovation and
tremendous growth opportunities. A new study found that the Internet economy’s contribution to
the United States” GDP grew 22 percent per year since 2016 in a national economy that grows

SRFC at 6.

16 CPRA, Cal. Civ. Code § 1798.140(1).

17 See Exhibit A, December 27, 2020 Ad Trade Comments on Fourth Set of Proposed Modifications to Text of Proposed
California Consumer Privacy Act Regulations at 3-6.
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new regulations on data-driven advertising, the consumers who reap the benefits of such
advertising, and the overall economy before advancing them through the rulemaking process.

* * *

In addition to the specific issues set forth above, we encourage the Agency to continue to
engage with stakeholders who are impacted by the CPRA as it begins the process of drafting
implementing regulations. Clear and consistent communication between consumers, businesses, the
Agency Board, staff, and others involved in the CPRA regulatory process will be crucial to develop
regulatory provisions that further the goal of advancing consumer privacy. We welcome future
opportunities to respond directly to the regulatory provisions the Agency drafts. We hope to have a
meaningful two-way dialogue on these important topics.

Thank you for your consideration of these comments. We look forward to working further
with you on developing implementing regulations under CPRA.

Sincerely,

Dan Jaffe

Group EVP, Government Relations
Association of National Advertisers
202-269-2359

Christopher Oswald
SVP, Government Relations

Association of National Advertisers
202-269-2359

David LeDuc

Vice President, Public Policy
Network Advertising Initiative
703-220-5943

Lou Mastria, CIPP, CISSP
Executive Director

Digital Advertising Alliance
347-770-0322

Alison Pepper

Executive Vice President, Government Relations
American Association of Advertising Agencies, 4A's
202-355-4564

David Grimaldi
Executive Vice President, Public Policy

Interactive Advertising Bureau
202-800-0771

Clark Rector
Executive VP-Government Affairs
American Advertising Federation

202-898-0089

CC:  Mike Signorelli, Venable LLP
Allie Monticollo, Venable LLP
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afforded an appropriate time period to implement the new regulations once they become final and before
being subject to enforcement.

b. Providing a Reasonable Period of Time for Implementing the New Regulations Benefits
Consumers

While the law instructs the OAG not to bring any enforcement action prior to July 1, 2020, there is
no restriction on you providing a reasonable period of additional time for California businesses to review
and implement the final regulations before your office initiates any enforcement actions.” Thus, in order to
avoid consumer and business confusion with respect to the new rules, we request that you delay
enforcement of the law to begin in January 2021. This short deferral will give businesses the time they
need to understand and effectively operationalize the rules helping ensure consumers have access to the
rights afforded under the new law.

Business attempts to comply with an incomplete legal regime risk causing significant consumer
frustration and the implementation of inadequate or duplicative compliance tools. While we understand
that your office is working expeditiously to provide clear rules for businesses to operationalize the CCPA,
the clock is working against well-intentioned businesses in their compliance efforts. We urge you to give
California business the opportunity to understand what is required under the law before they are at risk for
being penalized for violating its terms.

While our members support California’s intent to provide consumers enhanced privacy
protections, the evolving nature of the CCPA and the draft nature of the proposed rules make the current
enforcement date of July 1, 2020 a difficult deadline for businesses and consumers alike. Consumer
privacy is best served when businesses that leverage data do so in accordance with clear and concrete laws
and regulations that present them with adequate time to adjust their practices to come into compliance with
new requirements.

We urge you to provide a moratorium on enforcement until January 2021, thereby giving
businesses throughout the United States that operate in California adequate time to prepare to adhere to the
law’s final form. Delaying the CCPA’s enforcement in this manner will help ensure that businesses can
effectively provide consumers with the new protections and rights that the law and its implementing
regulations require.

IIL. Enable Consumer Choice By Removing the Requirement to Honor Browser Settings
and Global Privacy Controls

The revised proposed rules require businesses that collect personal information from consumers
online to treat user-enabled global privacy controls, such as a browser plugin or privacy setting, device
setting, or other mechanism that signals the consumer’s choice to opt out of the sale of personal
information, as a valid request submitted for that browser, device, or consumer.® In our prior submission
to the OAG, we explained that this requirement robs consumers of the ability to exercise granular choice.
This mandate would obstruct consumers’ individualized, business-by-business decisions about entities that
can and cannot engage in the sale of personal information. Moreover, this requirement represents an
obligation that has no support in the text of the CCPA itself and extends far beyond the likely intent of the
California Legislature in passing the law. For these reasons, we renew our request for the OAG to remove
the requirement to respect user-enabled global privacy controls, or, at a minimum, to give businesses the

7 Cal. Civ. Code § 1798.185(c).
8 Cal Code Regs. tit. 11, § 999.315(d) (proposed Feb. 10, 2020).
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option to honor user-enabled global privacy controls or decline to honor such settings if the business offers
another, equally effective method for consumers to opt out of personal information sale.

The requirement to honor user-enabled global privacy controls is a substantive obligation that the
California Legislature did not include in the text of the CCPA itself. Despite numerous amendments the
legislature passed to refine the CCPA, none of them included a mandate to honor browser signals or global
privacy controls. Additionally, the California Legislature considered a similar requirement in 2013 when it
amended the California Online Privacy Protection Act, but it declined to impose a single, technical-based
solution to address consumer choice and instead elected to offer consumers multiple ways to communicate
their preferences to businesses.” The revised proposed rules’ imposition of a requirement to honor user-
enabled privacy controls would result in broadcasting a single signal to all businesses opting a consumer
out from the entire data marketplace. This requirement would obstruct consumers’ access to various
products, services, and content that they enjoy and expect to receive.

Additionally, requiring businesses to honor global, single-signal privacy control opt out choices
would effectively convert the CCPA’s statutorily mandated opt out regime to an opt in regime. Because
businesses would be required to respect a user-enabled global privacy control opt out setting under the
draft rules, they would be forced to approach consumers on an individualized basis to ask them to opt in to
personal information sale after receiving a user-enabled global privacy setting opt out through a browser.
This outcome is certainly not the result the California Legislature intended in passing the CCPA, which
clearly proposes an opt out approach to consumer data sales rather than an opt in approach.'

In the most recent iteration of the draft rules, the OAG added provisions to the requirement that
allow a business to notify a consumer of a conflict between any business-specific privacy setting or
financial incentive and a global privacy control.!" According to the updated regulations, a business may
give the consumer a choice to confirm the business-specific setting or the global privacy control.!?
However, the draft rules still require a business to “respect the global privacy control,” thereby forcing
businesses to act on global privacy settings before they can confirm whether the consumer actually wanted
to make a choice to end beneficial transfers of data that occur via the Internet.!* This option, therefore,
does nothing to further a consumer’s actual desired or expressed choices. The fact that the rules now allow
for a business to confirm a consumer’s intentions does little to save the consumer from unintentionally
losing access to various products, services, and valuable content through the Internet. Additionally, this
provision stands to advantage certain players in the market that have a direct relationship with consumers.
Businesses that do not directly interact with consumers online, such as third-party entities, would not have
the ability to confirm whether a consumer intended to apply a browser signal or privacy setting to the
entire Internet or whether the consumer would rather abide by the choice the consumer made with respect
to that particular business.

The revised proposed rules also note that a privacy control “shall require that the consumer
affirmatively select their choice to opt-out and shall not be designed with any pre-selected settings.”!*
Although this new provision reduces the potential for default settings to miscommunicate consumers’
actual preferences, it does not address the fact that intermediaries in the online ecosystem stand between
consumers and businesses and have the ability to interfere with the data-related selections consumers may
make through technological choice tools. Obligating businesses to honor user-enabled privacy settings

 See AB 370 (Cal. 2013).

10 Cal. Civ. Code § 1798.120.

"' Cal. Code Regs. tit. 11, § 999.315(d)(2) (proposed Feb. 10, 2020).
2 1d.
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that are presented to consumers through an intermediary vests power in the hands of the intermediary and
risks inhibiting consumers’ ability to communicate preferences directly to particular businesses. It also
makes intermediary meddling in consumers’ expressed privacy choices harder to detect, especially if a
consumer makes a choice directly with a business that conflicts with a global opt-out signal set by a
browser.

To preserve consumers’ ability to exercise granular choices in the marketplace, to keep the
regulations’ requirements in line with legislative intent in passing the CCPA, and to reduce entrenchment
of intermediaries and browsers that have the ability to exercise control over user-enabled privacy settings,
we ask the OAG to remove the requirement to honor user-enabled privacy controls. Alternatively, we ask
the OAG to update the draft rules so a business may either honor user-enabled privacy controls or decline
to honor such settings if the business provides another equally effective method for consumers to opt out of
personal information sale, such as a “Do Not Sell My Personal Information” link.

III. Clarify Financial Incentive Terms So Californians May Continue to Benefit from
Consumer Loyalty Programs

The OAG did not take steps to materially clarify the draft rules’ financial incentive requirements in
its revisions to the proposed regulations. Without additional clarity on this issue, loyalty programs offered
in California could be significantly undermined due to business confusion regarding how to implement the
regulatory mandates. We respectfully ask the OAG to clarify or remove the rules’ ambiguous terms
requiring businesses to ensure that financial incentives are reasonably related to the value of a consumer’s
data. We also ask the OAG to clarify or remove the requirement to disclose an estimate of the value of the
consumer’s data as well as the method of calculating such value in a notice of financial incentive.

According to the revised proposed rules, “[i]f a business is unable to calculate a good-faith
estimate of the value of the consumer’s data or cannot show that the financial incentive or price or service
difference is reasonably related to the value of the consumer’s data, that business shall not offer the
financial incentive or price or service difference.”’® Despite this mandate, the draft rules do not provide
any helpful information regarding how a business may justify that a price or service difference is
reasonably related to the value of a consumer’s data. The revised proposed regulations also do not address
how businesses may reasonably quantify nontangible value in terms of fostering consumer loyalty and
goodwill.

Californians greatly benefit from loyalty and rewards programs and the price differences and
discounts they receive for participating in those programs. Loyalty programs exist due to consumers’
widespread participation in such programs. Without consumer data, loyalty programs would not be
possible. Consumer data increases businesses’ access to useful information as well as their ability to
generate revenue by marketing their products and services. Allowing consumers to continue to participate
in loyalty programs without providing personal information to the business would defeat the purposes of
the programs. Consumers who opt out or delete personal information from the loyalty program would
essentially be permitted a “free ride” on the program, reaping all of its benefits due to data provided by
other consumers. Additionally, it is not immediately apparent how any business can ensure that the
program is “reasonably related to the value of the consumer’s data.” The lack of clarity on this issue and
the “free rider” problem enabled by the draft regulations could cause many businesses to decline to
continue offering loyalty programs to California residents.

Moreover, the requirement to disclose an estimate of the value of the consumer’s data as well as
the method of calculating such value in a notice of financial incentive represents a particularly onerous

1S 1d. at § 999.336(b).



requirement that would engender consumer confusion and could have anticompetitive effects.!'
Businesses typically offer multiple discounts to consumers through loyalty programs at one time.
Requiring businesses to disclose an estimate of the value of the consumer’s data and the method of
calculating such value would inundate and confuse consumers with multiple and potentially duplicative
privacy notices and would provide no tangible consumer benefit. Additionally, disclosing such
information in a privacy notice could reveal confidential information about a business and pose risks to the
business’s competitive position in the market. Forcing businesses to reveal internal and proprietary
valuations of data could negatively impact competition and could impose significant risks to business
proprietary information.

For the foregoing reasons, we respectfully ask the CA AG to clarify or remove the unreasonably
onerous financial incentive requirements inherent in the revised rules. In particular, we ask the OAG to
clarify or remove the provisions requiring businesses to disclose a good faith estimate of the value of the
consumer’s data, disclose their methods of calculating such value, and ensure that financial incentives
offered through loyalty programs are reasonably related to the value of the consumer’s data. These
requirements are particularly unclear and therefore could be impossible to operationalize. Without
additional clarity, the draft rules’ financial incentive terms could inhibit or drastically reduce the
availability of loyalty programs offered in the state.

* * *

Thank you for the opportunity to submit input on the content of the revised proposed regulations
implementing the CCPA. We look forward to continuing to engage with the OAG as it takes steps to
finalize the draft rules. Please contact Mike Signorelli of Venable LLP at_ with any
questions you may have regarding these comments.

Sincerely,

Dan Jaffe Alison Pepper

Group EVP, Government Relations Senior Vice President

Association of National Advertisers American Association of Advertising Agencies, 4A's
Christopher Oswald David Grimaldi

SVP, Government Relations Executive Vice President, Public Policy

Association of National Advertisers Interactive Advertising Bureau

David LeDuc Clark Rector

Vice President, Public Policy Executive VP-Government Affairs

Network Advertising Initiative American Advertising Federation

16 1d. at § 999.307(b)(5).
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to divine that a consumer wishes to keep personal information within the confines of a specific business
relationship, and instead compels businesses to guess at consumers’ preferences from an indirect signal
that may not accurately reflect a consumer’s wishes.

In addition, the AG’s proposed rule is not narrowly tailored to serve the state’s interest. Instead, it
senselessly restricts the commercial speech of businesses without supporting the efficacy of the existing
opt-out framework. Narrowly tailored regulations are not disproportionately burdensome. Additionally,
they must “signify a careful calculation of the costs and benefits associated with the burden on speech
imposed.”" The existing opt-out regime implemented by the California Legislature offers businesses
more exact information about specific, granular preferences of individual consumers than the global
controls mandate. The global controls requirement serves no purpose that is not already served by existing
opt-out rules in the draft regulations and the law itself, and it could potentially restrict speech by requiring
businesses to act on inaccurate information about a consumer’s individual preferences.

The proposed regulations note that businesses may contact consumers to ascertain their true intent
regarding personal information sales if a global control conflicts with a choice the consumer individually
set with the business. However, the rules require the business to defer to the global controls in the
meantime, thus mandating a potentially incorrect expression of user preferences at the expense of specific
choices the consumer indicated to the contrary. In addition, businesses bear the burden of ascertaining the
consumer’s true intent after receiving a global signal that does not align with an individual consumer’s
preferences. In contrast, the opt-out privacy framework set forth in the CCPA itself and bolstered by the
draft rules is both more precise and less burdensome. It enables businesses to assess specific preferences
of users in the context of each unique consumer relationship, and it restricts commercial speech only if that
speech is known to contravene consumer preferences. The global controls mandate consequently does not
further the goals of the existing framework, but it does needlessly restrict commercial speech. The global
controls rule therefore does not pass constitutional muster because it burdens commercial speech without
appropriately balancing those burdens with benefits.

¢. The Browser Setting and Global Control Mandate Impedes Consumer Choice

The revised proposed rules’ imposition of a requirement to honor such controls would result in
broadcasting a single signal to all businesses, opting a consumer out from the entire online ecosystem.
This requirement would obstruct consumers’ access to various products, services, and content that they
enjoy and expect to receive, and it would thwart their ability to exercise granular, business-by-business
selections about entities that can and cannot sell personal information in the digital marketplace.

In the March 11, 2020 updates to the draft rules, the OAG removed the requirement for a
consumer to “affirmatively select their choice to opt-out” and the requirement that global controls “shall
not be designed with any pre-selected settings.”'® The removal of these provisions entrench intermediaries
in the system and will advantage certain business models over others, such as models that enable direct
communications between consumers and businesses. It will also enable intermediaries to set default
signals through browsers without consumers having to approve of them before they are set. This outcome
risks causing businesses to take specific actions with respect to consumer data that the consumer may not
want or intend. The OAG should take steps to ensure that default privacy signals may not be set by
intermediaries without the consumer approving of the signals set and the choices they relay to businesses.

Moreover, the draft rules do not address how businesses should interpret potentially conflicting
signals they may receive directly from a consumer and through a global control or a browser setting. For

5 1d. at 1194.
16 Cal. Code Regs. tit. 11, § 999.315(d)(2) (proposed Mar. 11, 2020).
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example, if a business directly receives a consumer’s permission to “sell” personal information, but later
receives a global control signal through a browser set by default that indicates the consumer has opted out
of such sales, which choice should the business follow? The CCPA itself allows businesses to contact
consumers asking them to opt in to personal information sales after receiving opt-out signals only once in
every twelve month period.!” As such, the business’s ability to communicate with the consumer to
ascertain their true intentions may be limited despite the draft regulations’ statement that a business may
notify consumers of conflicts between setting and give consumers the choice to confirm the business-
specific setting,

To preserve consumers’ ability to exercise granular choices in the marketplace, to keep the
regulations’ requirements in line with constitutional requirements and legislative intent in passing the
CCPA, and to reduce entrenchment of intermediaries and browsers that have the ability to exercise control
over settings, we ask the OAG to remove the requirement to obey such controls. Alternatively, we ask the
OAG to update the draft rules so a business may either honor user-enabled privacy controls or decline to
honor such settings if the business provides another equally effective method for consumers to opt out of
personal information sale, such as a “Do Not Sell My Personal Information” link.

* * *

Thank you for the opportunity to submit input on the content of the revised proposed regulations
implementing the CCPA. Please contact Mike Signorelli of Venable LLP atﬂwith any
questions you may have regarding these comments.

Sincerely,

Dan Jaffe Alison Pepper

Group EVP, Government Relations Senior Vice President

Association of National Advertisers American Association of Advertising Agencies, 4A's
Christopher Oswald David Grimaldi

SVP, Government Relations Executive Vice President, Public Policy

Association of National Advertisers Interactive Advertising Bureau

David LeDuc Clark Rector

Vice President, Public Policy Executive VP-Government Affairs

Network Advertising Initiative American Advertising Federation

Lou Mastria
Executive Director
Digital Advertising Alliance

7 Cal. Civ. Code § 1798.135(a)(5).
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impede consumers from receiving important information about their privacy choices, such as information
about the vital nature of the ad-supported Internet as described in Section 1, and, as explained in Section
111, they may be contemporaneously receiving partial or misleading negative information about their opt
out rights.

To ensure a fully informed privacy choice, consumers must have every ability to access
information about business practices and the benefits of the digital advertising ecosystem. Providing
ample and timely opportunities for consumers to gain knowledge about their choice to opt out is of
paramount importance to avoid confusion and ignorance; this allows a consumer to be fully informed
about the actual implications of their decision. By prohibiting a business from requiring a consumer to “to
click through or listen to reasons why they should not submit a request to opt-out before confirming their
request” the regulations do not safeguard against this concern. As presently written, the proposed
modification appears to limit businesses’ ability to provide such vital information as a consumer is opting
out, even if such information is presented in a seamless way. It is unclear what amount of information, or
what method in which such information is presented, could constitute a violation of the rules. Instead of
setting forth prohibitive rules that could reduce the amount of information and transparency available to
consumers online, the OAG should prioritize facilitating accurate and educational exchanges of
information from businesses to consumers. As a result, we ask the OAG to revise the text of the proposed
modification in Section 999.315(h)(3) so that businesses are permitted to describe the impacts of an opt out
choice while facilitating the consumer’s request to opt out.

Additionally, the restrictions created by this proposed modification infringe on businesses’ First
and Fourteenth Amendment right to commercial speech. As written, Section 999.315(h)(3) restricts the
information consumers can receive from businesses as they submit opt out requests by limiting the
provision of accurate and truthful information to consumers. The Supreme Court has explained that
“people will perceive their own best interest if only they are well enough informed, and . . . the best means
to that end is to open the channels of communication, rather than to close them. . ..”'"® Because this
proposed regulation prescriptively regulates channels of communication, it violates the First and
Fourteenth Amendments.

The state may not suppress speech that is “neither misleading nor related to unlawful activity”
unless it has a substantial interest in restricting this speech, the regulation directly advances that interest,
and the regulation is narrowly tailored to serve that interest.!! The proposed regulation fails each part of
the test:

e No substantial interest: Although there is no stated justification in the proposal, the most
likely interest would be to streamline opt out requests by making it easier and faster to submit
opt-outs. The OAG presumably wants nothing to impede consumers from opting out, but it is
unclear because the OAG has not affirmatively stated its purpose for the proposed
modification. Consumers should be made aware of the ramifications of their opt out decisions
as they are opting out — not after confirming a request — so they do not make opt out choices to
their detriment because they do not know the effect of such choices. For this reason, they
should be able to receive information from businesses about the consequences of their opt out
choices as they are submitting opt out requests. Providing information concerning the impact
of an opt out is not an impediment to the process, but rather improves it.

1 Virginia Pharmacy Board v. Virginia Citizens Consumer Council, 425 U. S. 748, 770 (1976).
" Central Hudson Gas & Elec. Corp. v. Public Service Commission of New York, 447 U.S. 557, 564 (1980); see also
Individual Reference Services Group, Inc. v. F.T.C., 145 F. Supp. 2d 6, 41 (D.D.C. 2001).
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¢ No advancement of the interest: 1f streamlining opt out requests to remove perceived
impediments is the justification for the proposed rule, then the proposal does not advance that
interest. The proposed regulation already includes many other specific requirements that
facilitate speed and ease of opt-outs, including a requirement to use the minimal number of
steps for opt-outs (and no more than the number of steps needed to opt in), prohibiting
confusing wording, restricting the information collected, and prohibiting hiding the opt-out in
a longer policy, all of which directly advance this interest without suppressing speech. The
proposed rule limiting businesses from clicking through or listening to reasons would not
make the opt out process easier for consumers, because it could result in consumers making
uninformed choices if they are not notified of the consequences of their decision to opt out as
they are making it. A “regulation may not be sustained if it provides only ineffective or
remote support for the government’s purpose.”'? This proposed regulation is both ineffective
and provides no support for the government’s purpose.

o Not narrowly tailored: The proposed regulation is an overly broad and prescriptive restriction
on speech that hinders accurate and educational communications to consumers about the
consequences of a decision to opt-out. The regulations already include various other
provisions that work to streamline the opt out process. “[I]f the governmental interest could be
served as well by a more limited restriction on commercial speech, the excessive restrictions
cannot survive.”"® As noted above, there are many ways to craft regulations to require simple
and fast opt-out mechanisms that do not suppress lawful and truthful speech.

In sum, the regulation violates each and every prong of the framework for evaluating commercial
speech. “As in other contexts, these standards ensure not only that the state’s interests are proportional to
the resulting burdens placed on speech but also that the law does not seek to suppress a disfavored
message.” '* The proposed regulation would do exactly that. Thus, it is a content-based restriction on
speech, subject to heightened scrutiny. The OAG should revise the text of the proposed modification in
Section 999.315(h)(3) to avoid running afoul of the First and Fourteenth Amendments and to ensure
consumers may receive information about the impacts of an opt out request as they engage in the opt out
process with a business.

II1. The Proposed Modifications Should Impose the Same Notice Requirements on
Authorized Agents as They Impose on Businesses

The proposed modifications to the CCPA regulations would require a business to ask an
authorized agent for proof that a consumer gave the agent signed permission to submit a rights request.'”
Although this provision helps ensure businesses can take steps to verify that authorized agents are acting
on the true expressed wishes of consumers, the proposed modifications do not offer consumers sufficient
protections from potential deception by authorized agents. For example, while the proposed modifications
would impose additional notice obligations on businesses,'® those requirements do not extend to authorized
agents. Authorized agents consequently have little to no guidelines or rules they must follow with respect
to their communications with consumers, while businesses are subject to onerous, highly restrictive
requirements regarding the mode and content of the information they may provide to Californians. The
asymmetry between the substantial disclosure obligations for businesses and the lack thereof for
authorized agents could enable (and, in fact, could incentivize) some agents to give consumers misleading

12 Central Hudson Gas & Elec. Corp. v. Public Service Commission of New York, 447 U.S. 557, 564 (1980).
Bd.

14 Sorrell v. IMS Health Inc., 564 U.S. 572, 565 (2011).

13 Cal. Code Regs. tit. 11, § 999.326(a) (proposed Oct. 12, 2020).

16 1d. at § 999.315(h)(3).
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or incomplete information. We encourage the OAG to take steps to modify the proposed modifications to
the CCPA regulations in order to equalize the notice requirements placed on businesses and agents, thus
ensuring consumets can act on an informed basis under CCPA. In Section II of this submission, we
discuss related First Amendment and communications fairness issues implicit in a balanced consumer
privacy notice regime.

Iv. Proposed Modifications to the CCPA Regulations Should Enable Flexibility in Methods
of Providing Offline Notice

The proposed modifications to the CCPA regulations related to offline notices present a number of
problems for consumers and businesses. As written, the CCPA implementing regulations already provide
sufficient guidance to businesses regarding the provision of offline notice at the point of personal
information collection in brick-and-mortar stores.!” The proposed modifications are more restrictive and
prescriptive than the current plain text of the CCPA regulations, would restrict businesses’ speech, would
remove the flexibility businesses need to effectively communicate information to their customers, and
would unnecessarily impede business-consumer interactions. We therefore ask the OAG to update the
proposed modifications to: (1) remove the proposed illustrative example associated with brick-and-mortar
stores, and (2) explicitly enable businesses communicating with Californians by phone to direct them to an
online notice where CCPA-required disclosures are made to satisfy their offline notice obligation, a
medium which is more familiar to consumers for these sorts of disclosures along with having the added
benefit of being able to present additional choices to the consumer.

The proposed modifications would require businesses that collect personal information when
interacting with consumers offline to “provide notice by an offline method that facilitates consumers’
awareness of their right to opt-out.”'® The proposed modifications proceed to offer the following
“illustrative examples” of ways businesses may provide such notice: through signage in an area where the
personal information is collected or on the paper forms that collect personal information in a brick-and-
mortar store, and by reading the notice orally when personal information is collected over the phone.'?
While the illustrative examples set forth limited ways businesses can give notice in compliance with the
CCPA, they are more restrictive than existing provisions of the CCPA regulations and detract from the
flexibility businesses need to provide required notices that do not burden consumers or cause unreasonable
friction or frustration during the consumer’s interaction with the business.

The illustrative example related to brick-and-mortar store notification sets forth redundant methods
by which businesses may provide notices in offline contexts. The CCPA regulations already address such
methods of providing offline notice at the point of personal information collection by stating, “[w]hen a
business collects... personal information offline, it may include the notice on printed forms that collect
personal information, provide the consumer with a paper version of the notice, or post prominent signage
directing consumers to where the notice can be found online.”” The proposed modifications regarding
notice of the right to opt out in offline contexts are therefore unnecessary, as the regulations already
address the very same methods of providing offline notice and offer sufficient clarity and flexibility to
businesses in providing such notice.

In addition, the proposed modifications related to brick-and-mortar store notification are overly
prescriptive. They include specific requirements about the proximity of the offline notice to the area where
personal information is collected in a store. The specificity of these illustrative examples could result in

17 Cal. Code Regs. tit. 11, § 999.305(a)(3)(c).

18 Cal. Code Regs. tit. 11, § 999.306(b)(3) (proposed Oct. 12, 2020).
Y.

2 Cal. Code Regs. tit. 11, § 999.305(a)(3)(c).
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over-notification throughout a store as well as significant costs. For example, the proposed modification
could be interpreted to require signage at each cash register in a grocery store, as well as signage at the
customer service desk, in the bakery area of the store where consumers can submit requests for cake
deliveries, and in any other location where personal information may be collected. They also do not
account for different contexts of business interactions with consumers. A business operating a food truck,
for instance, would have different offline notice capabilities than an apparel store. A single displayed sign
in a brick-and-mortar store, or providing a paper version of notice, would in most instances provide
sufficient notice to consumers of their right to opt out under the CCPA. Bombarding consumers with
physical signs at every potential point of personal information collection could be overwhelming and
would ultimately not provide consumers with more awareness of their privacy rights. In fact, this strategy
is more likely to create privacy notice fatigue than any meaningful increase in privacy control, thus
undercutting the very goals of the CCPA.

Additionally, the proposed modifications’ illustrative example of providing notice orally to
consumers on the phone appears to suggest that reading the full notice aloud is the only way businesses
can provide CCPA-compliant notices via telephone conversations. Reading such notice aloud to
consumers would unreasonably burden the consumer’s ability to interact efficiently with a business
customer service representative and would likely result in consumer annoyance and frustration. Requiring
businesses to keep consumers on the phone for longer than needed to address the purpose for which the
consumer contacted the business would introduce unneeded friction into business-consumer relations.
Instead, businesses should be permitted to direct a consumer to an online link where information about the
right to opt out is posted rather than provide an oral catalog of information associated with particular
individual rights under the CCPA.

The proposed modifications’ addition of illustrative examples regarding methods of offline notice
is unnecessary, redundant, and inflexible. These modifications would result in consumer confusion, leave
businesses wondering if they may take other approaches to offline notices, and if so, how they may
provide such notice within the strictures of the CCPA. We therefore ask the OAG to remove the proposed
illustrative example associated with brick-and mortar stores as well as clarify that businesses
communicating with consumers via telephone may direct them to an online website containing the required
opt out notice as an acceptable way of communicating the right to opt out.

* * *
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and the regulation is narrowly tailored to serve that interest.”> The proposed regulation fails each part of
the test:

®  No substantial interest: Although there is no stated justification in the proposal, the most
likely interest would be to streamline opt out requests by making it easier and faster to submit
opt-outs. The OAG presumably wants nothing to impede consumers from opting out, but it is
unclear because the OAG has not affirmatively stated its purpose for the proposed
modification. Consumers should be made aware of the ramifications of their opt out decisions
as they are opting out — not after confirming a request — so they do not make opt out choices to
their detriment because they do not know the effect of such choices. For this reason, they
should be able to receive information from businesses about the consequences of their opt out
choices as they are submitting opt out requests. Providing information concerning the impact
of an opt out is not an impediment to the process, but rather improves it.

®  No advancement of the interest: If streamlining opt out requests to remove perceived
impediments is the justification for the proposed rule, then the proposal does not advance that
interest. The proposed regulation already includes many other specific requirements that
facilitate speed and ease of opt-outs, including a requirement to use the minimal number of
steps for opt-outs (and no more than the number of steps needed to opt in), prohibiting
confusing wording, restricting the information collected, and prohibiting hiding the opt-out in
a longer policy, all of which directly advance this interest without suppressing speech. The
proposed rule limiting businesses from clicking through or listening to reasons would not
make the opt out process easier for consumers, because it could result in consumers making
uninformed choices if they are not notified of the consequences of their decision to opt out as
they are making it. A “regulation may not be sustained if it provides only ineffective or
remote support for the government’s purpose.”’® This proposed regulation is both ineffective
and provides no support for the government’s purpose.

o Not narrowly tailored: The proposed regulation is an overly broad and prescriptive restriction
on speech that hinders accurate and educational communications to consumers about the
consequences of a decision to opt-out. The regulations already include various other
provisions that work to streamline the opt out process. “[I|f the governmental interest could be
served as well by a more limited restriction on commercial speech, the excessive restrictions
cannot survive.”'* As noted above, there are many ways to craft regulations to require simple
and fast opt-out mechanisms that do not suppress lawful and truthful speech.

In sum, the regulation violates each and every prong of the framework for evaluating commercial
speech. “As in other contexts, these standards ensure not only that the state’s interests are proportional to
the resulting burdens placed on speech but also that the law does not seek to suppress a disfavored
message.” 1° The proposed regulation would do exactly that. Thus, it is a content-based restriction on
speech, subject to heightened scrutiny. The U.S. Supreme Court has made clear that the burden is on the
government to justify content-based restrictions on lawful speech, and the failure to even state a basis for
this restriction fails to meet this requirement.'® The OAG should revise the text of the proposed

12 Central Hudson Gas & Elec. Corp. v. Public Service Commission of New York, 447 U.S. 557, 564 (1980); see also
Individual Reference Services Group, Inc. v. F.T.C., 145 F. Supp. 2d 6, 41 (D.D.C. 2001).

13 Central Hudson Gas & Elec. Corp. v. Public Service Commission of New York, 447 U.S. 557, 564 (1980).

4 1d.

15 Sorrell v. IMS Health Inc., 564 U.S. 572, 565 (2011).

18 E.g., Reed v. Town of Gilbert, 576 U.S. 155, 171 (2015) (citing Arizona Free Enter. Club’s Freedom Club PAC v.
Bennett, 564 U.S. 721 (2011)).
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modification in Section 999.315(h)(3) to avoid running afoul of the First and Fourteenth Amendments and
to ensure consumers may receive information about the impacts of an opt out request as they engage in the
opt out process with a business.

III. The Proposed Modifications Should Impose the Same Notice Requirements on
Authorized Agents as They Impose on Businesses

The proposed modifications to the CCPA regulations would require a business to ask an
authorized agent for proof that a consumer gave the agent signed permission to submit a rights request.'”
Although this provision helps ensure businesses can take steps to verify that authorized agents are acting
on the true expressed wishes of consumers, the proposed modifications do not offer consumers sufficient
protections from potential deception by authorized agents. For example, while the proposed modifications
would impose additional notice obligations on businesses,'® those requirements do not extend to authorized
agents. Authorized agents consequently have little to no guidelines or rules they must follow with respect
to their communications with consumers, while businesses are subject to onerous, highly restrictive
requirements regarding the mode and content of the information they may provide to Californians. The
asymmetry between the substantial disclosure obligations for businesses and the lack thereof for
authorized agents could enable some agents to give consumers misleading or incomplete information. We
encourage the OAG to take steps to modify the proposed modifications to the CCPA regulations in order
to equalize the notice requirements placed on businesses and agents, thus ensuring consumers can act on
an informed basis under CCPA. In Section Il of this submission, we discuss related First Amendment and
communications fairness issues implicit in a balanced consumer privacy notice regime.

Iv. Proposed Modifications to the CCPA Regulations Should Enable Flexibility in Methods
of Providing Offline Notice

The proposed modifications to the CCPA regulations related to offline notices present a number of
problems for consumers and businesses. As written, the CCPA implementing regulations already provide
sufficient guidance to businesses regarding the provision of offline notice at the point of personal
information collection in brick-and-mortar stores.!® The proposed modifications are more restrictive and
prescriptive than the current plain text of the CCPA regulations, would restrict businesses’ speech, would
remove the flexibility businesses need to effectively communicate information to their customers, and
would unnecessarily impede business-consumer interactions. We therefore ask the OAG to update the
proposed modifications to: (1) remove the proposed illustrative example associated with brick-and-mortar
stores, and (2) explicitly enable businesses communicating with Californians by phone to direct them to an
online notice where CCPA-required disclosures are made to satisfy their offline notice obligation, a
medium which is more familiar to consumers for these sorts of disclosures along with having the added
benefit of being able to present additional choices to the consumer. This sort of operational flexibility is
necessary for businesses to convey important notices in context.

The proposed modifications would require businesses that sell personal information to “inform
consumers by an offline method of their right to opt-out and provide instructions on how to submit a
request” when interacting with consumers offline.”® The proposed modifications proceed to offer the
following “illustrative examples” of ways businesses may provide such notice: through signage in an area
where the personal information is collected or on the paper forms that collect personal information in a

17 Cal. Code Regs. tit. 11, § 999.326(a) (proposed Oct. 12, 2020).

18 /4. at § 999.315(h)(3).

19 Cal. Code Regs. tit. 11, § 999.305(a)(3)(¢) (finalized Aug. 14, 2020).
20 Cal. Code Regs. tit. 11, § 999.306(b)(3) (proposed Dec. 10, 2020).
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brick-and-mortar store, and by reading the notice orally when personal information is collected over the
phone.?! While the illustrative examples set forth limited ways businesses can give notice in compliance
with the CCPA, they are more restrictive than existing provisions of the CCPA regulations and detract
from the flexibility businesses need to provide required notices that do not burden consumers or cause
unreasonable friction or frustration during the consumer’s interaction with the business.

The illustrative example related to brick-and-mortar store notification sets forth redundant methods
by which businesses may provide notices in offline contexts. The CCPA regulations already address such
methods of providing offline notice at the point of personal information collection by stating, “[w]hen a
business collects. .. personal information offline, it may include the notice on printed forms that collect
personal information, provide the consumer with a paper version of the notice, or post prominent signage
directing consumers to where the notice can be found online.”** The proposed modifications regarding
notice of the right to opt out in offline contexts are therefore unnecessary, as the regulations already
address the very same methods of providing offline notice and offer sufficient clarity and flexibility to
businesses in providing such notice.

In addition, the proposed modifications related to brick-and-mortar store notification are overly
prescriptive. They include specific requirements about the proximity of the offline notice to the area where
personal information is collected in a store. The specificity of these illustrative examples could result in
over-notification throughout a store as well as significant costs. For example, the proposed modification
could be interpreted to require signage at each cash register in a grocery store, as well as signage at the
customer service desk, in the bakery area of the store where consumers can submit requests for cake
deliveries, and in any other location where personal information may be collected. They also do not
account for different contexts of business interactions with consumers. A business operating a food truck,
for instance, would have different offline notice capabilities than an apparel store. A single displayed sign
in a brick-and-mortar store, or providing a paper version of notice, would in most instances provide
sufficient notice to consumers of their right to opt out under the CCPA. Bombarding consumers with
physical signs at every potential point of personal information collection could be overwhelming and
would ultimately not provide consumers with more awareness of their privacy rights. In fact, this strategy
is more likely to create privacy notice fatigue than any meaningful increase in privacy control, thus
undercutting the very goals of the CCPA.

Additionally, the proposed modifications’ illustrative example of providing notice orally to
consumers on the phone appears to suggest that reading the full notice aloud is the only way businesses
can provide CCPA-compliant notices via telephone conversations. Reading such notice aloud to
consumers would unreasonably burden the consumer’s ability to interact efficiently with a business
customer service representative and would likely result in consumer annoyance and frustration. Requiring
businesses to keep consumers on the phone for longer than needed to address the purpose for which the
consumer contacted the business would introduce unneeded friction into business-consumer relations.
Instead, businesses should be permitted to direct a consumer to an online link where information about the
right to opt out is posted rather than provide an oral catalog of information associated with particular
individual rights under the CCPA.

The proposed modifications’ addition of illustrative examples regarding methods of offline notice
is unnecessary, redundant, inflexible, and likely highly costly for many businesses. These modifications
would result in consumer confusion, leave businesses wondering if they may take other approaches to
offline notices, and if so, how they may provide such notice within the strictures of the CCPA. We
therefore ask the OAG to remove the proposed illustrative example associated with brick-and mortar stores

2.
22 Cal. Code Regs. tit. 11, § 999.305(a)(3)(c) (finalized Aug. 14, 2020).
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EXHIBIT B

PRINCIPLES FOR USER-ENABLED CHOICE SETTING MECHANISM

A Choice Setting should meet the following criteria:

1.

Accessing the Setting. A Choice Setting shall be activated in the settings panel of
a browser and/or device, which is accessible from a menu. Additional prompts or
other means of accessing a Choice Setting may be offered in addition to the
setting panel, but such additional prompts or means should not unfairly
disadvantage an entity.

2. Describe Setting & Effect. A Choice Setting shall communicate the following:

3.

a. Effect of Choice. The effect of exercising such choice including that a
Choice Setting signal is limited to communicating a preference to opt out
from the sale of personal information, specific types of advertising, and/or
any other legal right provided by law; and the fact that some data may still
be collected and used for purposes not subject to the rights provided by
law following the sending of a choice signal;

b. Scope of Opt Out. Choice made via the Choice Setting applies to the
browser or device from which such choice is made, or for the consumer, if
known to the entity receiving the signal and required by law; and

c. Affirmative Direction to Sell. The fact that if a consumer affirmatively
allows a particular entity to collect, sell, or use personal information about
interactions, viewing and/or activity from Web sites, devices, and/or
applications, the activation of the Choice Setting will not limit that
collection, sale, or use from such entity.

Affirmative Step. The consumer shall affirmatively consent to turn on or
activate the Choice Setting via the settings panel of a browser and/or device.
Such ChoiceSetting may not be preselected, turned on, or activated by default.

Option to Withdraw Choice. A Choice Setting shall provide a means for a
consumer to turn off, deactivate, or revoke consent for the Choice Setting through
the same means the consumer previously made the affirmative choice to turn on
or activate the Choice Setting.

. Jurisdictional Signal. The Choice Setting should indicate the jurisdiction(s) from

which choice is made in a manner that the entity receiving the signal may
determine the applicable legal requirement(s).

* * *
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