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specific feature or collection of specific data altogether. If the assessment finds that the risks
posed by processing cannot be mitigated, businesses should cease processing the data.

By requiring risk assessments that detail data processing activities, assess the necessity and
potential harms of processing, and propose any mitigation measures that can be implemented,
businesses will be more transparent and can be held accountable for its data processing of
children.

The CPPA should require that these risk assessments be disclosed to them, the Attorney
General’s office, and any other applicable regulatory or enforcement agencies for the particular
business. To the extent doing so would further privacy interests, the agency may choose to
disclose information from the reports at its own discretion, while keeping any trade secrets
confidential and redacted. This will help further promote accountability and transparency among
businesses.

Question 5: Consumers’ Rights to Opt-Out of the Selling or Sharing of Their Personal
Information and to Limit the Use and Disclosure of their Sensitive Personal Information

1. The Use of Sensitive Information Should Be Limited Only to What is “Necessary to
Perform the Service”

All data about children under 18 is sensitive information, and thus businesses should only use
this sensitive information when it is strictly necessary to perform the service it is offering to
consumers. This is in line with already existing requirements under the Children’s Online
Privacy Protection Act for children under 13, along with international best practices such as the
UK’s Age Appropriate Design Code. This would be stricter than the current right consumers
have under the CPRA, but is hecessary to best protect children and make their best interests
the priority instead of a business’ commercial interests. Businesses should also change their
assumptions about the reasonable expectations of consumers to better reflect reality and
research that has found consumers are concerned about targeted advertising and the privacy
concerns it poses.

The CPRA states that “a consumer shall have the right, at any time, to direct a business that
collects sensitive information about the consumer to limit its use of the consumer’s sensitive
personal information to that use which is necessary to perform the services or provide the goods
reasonably expected by an average consumer who requests such goods or services to perform
the services.” Under prohibitions dating back to the CCPA, the rules protecting children under
16 are default protected (no sale unless opt-in), and the most privacy protective way to read the
CPRA is if that framework was extended to children under 16’s for sensitive information as well.
This is consistent with the CPRA’s preamble which notes that “Children are particularly
vulnerable from a negotiating perspective with respect to their privacy rights.” The default should
be that businesses can only use children’s sensitive information for purposes that are strictly
necessary to operate its service. This would best protect young people because it would
mandate a default framework that puts children’s privacy and security above minor commercial
benefits a business may get.
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collected. Inside, the travels of a total stranger were reconstructed, including trips to certain gas
stations and restaurants. (Geoffrey A. Fowler, “What does your car know about you? We hacked
a Chevy to find out,” Washington Post, December 17, 2019.)

Consumer data gets into the hands of third-parties. The Washington Post report found that info
from Chevy’s OnStar Service is directly fed to apps for Dominos, IHOP, and Shell, among
others. Geolocation data buyers include energy companies and retailers like Starbucks and
McDonalds, so they can better know when a person is likely to buy a cup of coffee or meal,
according to Forbes. These companies know that our car data is the key to unlocking our
consuming behavior. (Sarwant Singh, “Are car companies going to profit from your driving
data?,” Forbes, Nov 6, 2017).

Data miner Wejo touts its mobility data of over 10 million connected cars, which it says it can
access in real time. It can even see the speed in which cars are traveling on 95 percent of roads in
the U.S.

The Ulysses Group, a location-based intelligence company, said in its own documents: “Ulysses
can provide our clients with the ability to remotely geolocate vehicles in nearly every country
except for North Korea and Cuba on a near real time basis,” according to a company document.
"Currently, we can access over 15 billion vehicle locations around the world every month," the
document adds.

About 500 companies now have our personal car data, according to Privacy4Cars, a company
that seeks to delete personal car data, and that number has gone up in just a few months, from
about 200.

Auto insurance companies in California are prevented by law from using telematics to determine
auto insurance rates, though the companies seek such data and use it elsewhere.

California consumers need a strong opt out mechanism for the use of precise geolocation to
prevent insurance companies from illegally discriminating against them in underwriting and
marketing based on the neighborhoods where they travel and live. For these consumers, it is a
civil rights issue. California insurance companies are precluded from basing rates on ZIP-code,
but if they know precise geolocation they can “redline” neighborhoods by not marketing to
certain customers online.

Second, car manufacturers will argue that there are “legitimate operational uses” for this
data that should exempt them from the requirements of the Act. The fact is there no
legitimate operational use for sale or sharing of this data, or for the use of precise
geolocation to the core functioning of the vehicle.

“Legitimate operational use” of precise geolocation data should be limited to any service a
consumer has purchased or agreed to that requires precise geolocation data. For example, GPS
has to track your precise location, but the sale or sharing of that data should be subject to the “opt
out” requirement because the sale and sharing of that data is not necessary for its operational use.



In the course of the rulemaking process we intend to offer expert testimony showing that use of
precise geolocation is not necessary for the functioning of any vehicle on the road today. To the
degree that “add on” services require the use of precise geolocation, the opt-out requirement for
the sale and sharing of that data must still apply.

Car companies use and exploit precise geolocation data not for operations of the product they
have sold, but for future business opportunities — be it selling or sharing the data for profit, or
future product development. The law requires that consumers have the opportunity to opt out of
its use.

Congratulations on your appointments. We look forward to working with you on creating
regulations that protect consumers’ privacy.

Sincerely,

Jamie Court Justin Kloczko
President Privacy and Technology Advocate
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I. Introduction

Consumer Reports' appreciates the opportunity to provide preliminary comments on the
proposed rulemaking under the California Privacy Rights Act (CPRA).2 We thank the California
Privacy Protection Agency (CPPA) for soliciting input to make the California Consumer Privacy
Act (CCPA), as amended by Proposition 24, work for consumers.

Privacy laws should protect consumer privacy by default, through strong data
minimization that limits data use, collection, sharing, and retention to what is reasonably
necessary to provide the service requested by the consumer.? But at the very least, opt outs
should be workable for consumers. It’s essential that the regulations clarify that businesses are
required to honor browser privacy signals, including the Global Privacy Control specifically, as
an opt out of sharing and sale.* Even with such a requirement in the current CCPA regulations,’
and guidance from the AG that businesses must honor Global Privacy Control signals as an opt
out of sale,® many companies have simply disregarded this right.” Second, when a consumer opts
out, the CPPA must not permit companies to make their personal information available to third
parties for a commercial purpose. Otherwise, key rights will not be accessible in practice for
consumers.

The rulemaking also provides a prime opportunity to set baseline protections with respect
to automated decision-making. Though automated decision-making can have discriminatory
effects, it is largely unregulated. We urge the CPPA to adopt key protections with respect to
transparency and auditing of the algorithms used in important decisions that affect consumers,
and to prohibit uses that lead to egregious harms.

I Consumer Reports is an independent, nonprofit membership organization that works side by side with consumers
to create a fairer, safer, and healthier world. For over 80 years, CR has provided evidence-based product testing and
ratings, rigorous research, hard-hitting investigative journalism, public education, and steadfast policy action on
behalf of consumers” interests, including their interest in securing effective privacy protections. Unconstrained by
advertising, CR has exposed landmark public health and safety issues and strives to be a catalyst for pro-consumer
changes in the marketplace. From championing responsible auto safety standards, to winning food and water
protections, to enhancing healthcare quality, to fighting back against predatory lenders in the financial markets,
Consumer Reports has always been on the front lines, raising the voices of consumers.

% Invitation for Preliminary Comments on Proposed Rulemaking Under the California Privacy Rights Act of 2020,
CALIFORNIA PRIVACY PROTECTION AGENCY (Proceeding No. 01-21) (Sept 22, 2021), [hereinafter “Invitation for
Comments”] https://cppa.ca.gov/regulations/pdf/invitation_for comments.pdf.

3 Model State Privacy Act, CONSUMER REPORTS (February 2021), https://advocacy.consumerreports.org/wp-
content/uploads/2021/02/CR Model-State-Privacy-Act 022321 vf.pdf.

* Global Privacy Control, https://globalprivacycontrol.org/ (last visited Nov. 6, 2021).

5 Cal. Code Regs tit. 11 § 999.315(c).

% State of California Department of Justice, California Consumer Privacy Act, Frequently Asked Questions (FAQs),
at B(7), (last visited Nov. 7, 2021), https://oag.ca.gov/privacy/ccpa.

" Russell Brandom, Global Privacy Control Wants to Succeed Where Do Not Track Failed, THE VERGE (Jan. 28,
2021), https://www.theverge.com/2021/1/28/22252935/global-privacy-control-personal-data-tracking-ccpa-cpra-
gdpr-duckduckgo.


https://www.theverge.com/2021/1/28/22252935/global-privacy-control-personal-data-tracking-ccpa-cpra
https://oag.ca.gov/privacy/ccpa
https://globalprivacycontrol.org
https://advocacy.consumerreports.org/wp
https://cppa.ca.gov/regulations/pdf/invitation

Below, we outline key recommendations to uphold consumer privacy and advance civil
rights, consistent with the CPRA.

II. Consumers’ Rights to Opt-Out of the Selling or Sharing of Their Personal
Information

Too many companies have failed to adhere to the letter and spirit of the California
Consumer Privacy Act, and Consumer Reports has found that some consumers have run into
difficulties when attempting to opt out of the sale of their information under the CCPA.® Without
clarifying regulations specifying that companies adhere to browser privacy signals as a global
opt out of sale, consumers will have few options but to opt out at every company one by one,
even though there are hundreds, if not thousands, of companies that sell consumer data.’ In
addition, Consumer Reports has found that some companies have ignored the opt out with
respect to behavioral advertising, and instead send consumers to ineffective third-party industry
sites.!” And finally, it can be particularly time-consuming to opt out at certain companies —
some even require consumers to download separate, third party apps to stop the sale of their
data.!!

a. The CPPA should clarify that compliance with global privacy controls is mandatory
under the CPRA.

The CPPA should issue clarifying regulations specifying that compliance with global
privacy signals is not optional, but mandatory under the CPRA. Due to the complexity of the
CPRA’s language, there has been some ambiguity as to whether companies must always comply
with such signals. Section 135 — which details how companies must respond to requests to opt
out of the sale of data — provides two different possible paths to compliance in Section 135(a)
and Section 135(b). Only Section 135(b) specifically mentions complying with global opt-out
signals; as a result, several reporters'? and law firms'? have stated that companies may choose to
ignore global opt-out signals if they opt to comply with Section 135(a) instead of Section 135(b).

8 Maureen Mahoney, California Consumer Privacy Act: Are Consumers’ Digital Rights Protected?, CONSUMER
REPORTS (Oct. 1, 2020), https://advocacy.consumerreports.org/wp-content/uploads/2020/09/CR_CCPA-Are-
Consumers-Digital-Rights-Protected 092020 vf.pdf.

® See, for example, State of California Department of Justice, Data Broker Registry (last visited Nov. 7, 2021),
https://oag.ca.gov/data-brokers (includes approximately 500 data brokers).

10 Maureen Mahoney et al., The State of Authorized Agent Opt Quts Under the California Consumer Privacy Act,
CONSUMER REPORTS at 16 (Feb. 2021), https://advocacy.consumerreports.org/wp-
content/uploads/2021/02/CR_AuthorizedAgentCCPA 022021 VF .pdf.

"' Are Consumers’ Digital Rights Protected?, supra note 8, at 24.

12 Wendy Davis, Ad Industry Protests California AG's Proposed Privacy Rules, MEDIAPOST (June 9, 2020),
https://www.mediapost.com/publications/article/352362/ad-industry-protests-california-ags-proposed-priv.html.
13 Kate T. Spelman, David P. Saunders and Effiong K. Dampha, New Draft of California Privacy Ballot Initiative
Released, JENNER & BLOCK (last visited Nov. 6, 2021),
https://jenner.com/system/assets/publications/19414/original/2019%20Data%20Privacy%20and%20Cybersecurity%


https://jenner.com/system/assets/publications/19414/original/2019%20Data%20Privacy%20and%20Cybersecurity
https://www.mediapost.com/publications/article/352362/ad-industry-protests-califomia-ags-proposed-priv.html
https://advocacy.consumerreports.org/wp
https://oag.ca.gov/data-brokers
https://advocacy.consumerreports.org/wp-content/uploads/2020/09/CR
https://sites.10

Such a reading of the statute is inconsistent with the purpose of CPRA as well as the
plain language of Section 135(e) which plainly states that companies must honor global privacy
control opt-out requests regardless of whether a company complies with Section 135(a) or
Section 135(b). Section 135(e) provides:

A consumer may authorize another person to opt-out of the sale of sharing or the
consumer’s personal information, and to limit the use of the consumer’s sensitive
personal information, on the consumer’s behalf, including through an opt-out preference
signal, as defined in paragraph (1) of subdivision (b) of this Section, indicating the
consumer’s intent to opt-out, and a business shall comply with an opt-out request
received from a person authorized by the consumer to act of the consumer’s behalf,
pursuant to regulations adopted by the Attorney General, regardless of whether the
business has elected to comply with subdivision (a) or (b) of this Section. For purposes of
clarity, a business that elects to comply with subdivision (a) of this Section may respond
to the consumer’s opt-out consistent with Section 1798.125.

This language clearly states that a consumer may designate another person to exercise
their privacy rights on their behalf — including through a global opt-out preference signal — and
such a request must be honored regardless of whether the company has chosen to comply with
Section 135(a) or Section 135(b).

Such a reading is also consistent with the bifurcated compliance structure of Section 135.
Under Section 135(a), companies must include clear and conspicuous links on their internet
homepage labeled “Do Not Sell or Share My Personal Information” and “Limit the Use of My
Sensitive Personal Information.” However, if a consumer endeavors to exercise either of these
rights, they may bargain with the consumer, asking for permission to disregard the opt-out
request (whether a signal or an individual request) pursuant to rules laid out in Section 125 of the
statute.

Section 135(b), on the other hand, allows a company to not place prominent “Do Not
Sell” or “Limit the Use” links on their site so long as they do not bombard users with consent
dialogs or enticements seeking to disregard an opt-out request. Instead, the company can only
provide a link through which consumers can later change their preferences. This section was
designed to encourage companies to not deluge consumers with permission requests as has been
the experience with websites under the GDPR and the ePrivacy Directive in Europe.'*

20 %20New%20Draft%200f%20California%20Privacy%20Ballot%20Initiative%20Released%20-
%20ATTORNEY%20ADVERTISING.pdf.

14 Most Cookie Banners are Annoying and Deceptive. This Is Not Consent, PRIVACY INTERNATIONAL (May 21,
2019),
https://privacyinternational.org/explainer/2975/most-cookie-banners-are-annoying-and-deceptive-not-consent.


https://privacyinternational.org
https://Europe.14

To interpret Section 135(a) as letting companies ignore global preference signals would
on the other hand strongly encourage companies to comply with Section 135(a) instead; the
ability to disregard easily expressed global preferences would strongly outweigh any marginal
benefits from not having to include opt-out links of a company’s website. Such a reading would
be inconsistent with the purpose of providing Section 135(b) at all. Fortunately, Section 135(e) is
explicit that under both paths, companies must honor global preference signals.

Moreover, companies are already required to honor global privacy controls under the
CCPA today.!> There is no rationale for interpreting CPRA — which has the stated intent of
strengthening the CCPA'®— as weakening one of CCPA’s core protections. Indeed, without
global privacy controls and comparable scalable options, California’s opt-out rights are not
meaningfully usable by consumers. A Consumer Reports study of CCPA opt-out rights in
October 2020 found that it could be very difficult for consumers to stop the sale of their
information. About 14% of the time, broken or inaccessible opt-out processes prevented

consumers from opting out of the sale of their information.!’

Consumers deserve an easy and practically usable way of globally expressing certain
privacy preferences. The CPPA should put an end to any uncertainty around the CPRA’s
language and issue clarifying language that covered companies must always honor global
preference signals that comply with the statute’s requirements.

b. The CPPA should provide and regularly update a list of global privacy signals that must

be interpreted by companies as an opt-out signal.

Currently, there is no definitive list of what “user-enabled global privacy controls”
companies must treat as legally valid opt-out requests under the CCPA.!® In January 2021, then
Attorney General Becerra tweeted that CCPA mandates that companies honor the Global Privacy
Control, at the very least.'” Since then, the Attorney General’s office has updated the CCPA
FAQs to formalize that GPC opt outs are legally binding,?’ and the office has stated that it has

15 Cal Code Regs tit. 11 § 999.315(c).

16 California Privacy Rights Act of 2020 §§ 3, 3(C)(1); see also Crafting Better Privacy Laws, Based on the
California Model: A Conversation with Alastair Mactaggart, WIREWHEEL (Jul. 20, 2021), https://wirewheel.io/ccpa-
state-privacy-laws/ (Mactaggart is quoted, “One of the great benefits of California’s law is that it allows for my
device, my global setting, my phone, my computer to do it for me.”)

17 California Consumer Privacy Act: Are Consumers’ Digital Rights Protected?, supra note 8.

18 Cal. Code Regs. tit. 11 § 999.315.

1 @AGBecerra, Twitter (Jan. 28, 2021), https://twitter.com/AGBecerra/status/1354850321692934144.

20 State of California Department of Justice, California Consumer Privacy Act, Frequently Asked Questions (FAQs),
supra note 6, at B(7).


https://twitter.corn/AGBecerra/status/1354850321692934144
https://wirewheel.io/ccpa

begun sending warning letters to companies who do not comply with the signal.?!

there is no clear guidance on the legal status of any other global controls or browser settings.

However,

The CPPA should create and regularly update a list of signals and settings that should be
treated as legally binding requests under the CPRA. The Global Privacy Control, with over 50
million unique users each month, should be designated as conveying a legally binding request to
opt out of the sharing or selling of a user’s personal information under Section 13. The CPPA
should consider giving similar status to other comparable settings, including the “Do Not Track”
signal still embedded in browsers such as Chrome that have yet to enable GPC. Mobile operating
systems such as “Limit Ad Tracking” on 10S as well as other IoT platform settings could also be
reasonably interpreted as a request not to have data shared or sold under the CPRA. CPRA does
not mandate that a request to opt out specifically invoke the CPRA, so any signal from a
California resident conveying a request that is roughly equivalent to the right afforded by the
statute should be interpreted as legally binding.

¢. Clarify that consent to share information despite a general opt-out signal must be specific,
informed, and easily withdrawn

Any consent to track notwithstanding a general global privacy control signal has to be
clear, specific, and in response to a dedicated prompt. The regulations should also specify that it
has to be at least as easy to decline permission as it is to say yes. Moreover, consistent with the
CPRA’s prohibition on dark patterns?? and prohibition on retaliation,?® any such interface must
not be coercive or abusive.

For example, the use of vague and unspecific cookie consent notices, originally offered in
response to GDPR and the ePrivacy Directive, should not be sufficient to confer consent to sell
or share personal information despite a global opt-out signal. Many cookie consent notices
conflate consent for both functional and secondary processing, by using design choices that
nudge them to accept all processing. For example, we looked at the websites of the 25 top
publishers, according to Washington and Lee University, using data from Pew and Comscore,?*
from Los Angeles, California, as simulated by a VPN. The majority of the sites studied have
their own separate cookie management interface. California visitors to the Time news site, for
example, encounter a pop-up:

2! State of California Department of Justice, CCPA Enforcement Case Examples, “Manufacturer and Retailer
Stopped Selling Personal Information,” (last visited Nov. 7, 2021), https://oag.ca.gov/privacy/ccpa/enforcement.
22 Cal. Civ. Code § 1798.140(h).

B Id. at § 1798.125(a).

24 Washington and Lee University Library, Top Online News Sites (Summer 2015),
https://libguides.wlu.edu/c.php?g=357505&p=2412837.


https://libguides.wlu.edu/c.php?g=357505&p=2412837
https://oag.ca.gov/privacy/ccpa/enforcement
https://signal.21




retract such consent. Some have argued that if a consumer agrees to let a business share their
personal information, then the business does not have to provide an opt out link for the consumer
to stop the sharing or sale of their personal data.?> The regulations should provide for clear and
consistent means for users both to find out whether they have been deemed to provide such
consent and how they can easily retract it.

d. Clarify that the sharing opt out applies to retargeting

Many companies have exploited ambiguities in the CCPA’s definition of sale and the
rules surrounding service providers to ignore consumers’ requests to opt out of behavioral
advertising.?® Companies such as Amazon claim that they are not “selling” data and that
consumers can’t opt out of these data transfers under the CCPA — even though they share it
with their advertising partners.?” Some companies claim that because data is not necessarily
transferred for money, it does not constitute a sale.?® But addressing targeted advertising is one
of the main goals of the CCPA.?° We appreciate that the CPRA clarifies that consumers have the
right to opt out of data sharing for the purpose of cross-context targeted advertising,’® and
removes the delivery of cross-context targeted advertising as a business purpose for which
businesses could claim an exemption from the opt out.>! However, more needs to be done to
ensure that consumers have adequate protections over this data.

While cross-site behavioral targeting is clearly encompassed by the CPRA’s definitions,
there remains a hypothetical loophole when it comes to retargeting, which is based on a user’s
activity on just one other site (say, browsing a pair of shoes). While excluding retargeting from
the definition of cross-context targeted advertising would be a tendentious stretch — and most

% David A. Zetoony, Greenberg Traurig LLC, Under The CPRA will companies be required to offer consumers the
ability to opt-out of behavioral advertising if they have already received opt-in consent? , NAT’L LAW REVIEW,
Volume XI, Number 301 (Oct. 28, 2021), https://www.natlawreview.com/article/under-cpra-will-companies-be-
required-to-offer-consumers-ability-to-opt-out.

26 Maureen Mahoney, Many companies are not taking the California Consumer Privacy Act seriously—the attorney
general needs to act (Jan. 9, 2020), https://medium.com/cr-digital-lab/companies-are-not-taking-the-california-
consumer-privacy-act-seriously-dcb 1d06128bb.

27 «“Amazon.com Privacy Notice,” (Feb. 12, 2021),
https://www.amazon.com/gp/help/customer/display.html?ie=UTF8&nodeld=468496&ref =footer privacy#GUID-
8966E75F-9B92-4A2B-BFD3-967D57513A40  SECTION_FE2374D302994717AB1A8CES85E7ESBE;
“Amazon Advertising Preferences” https://www.amazon.com/adprefs.

2 Tim Peterson, ‘We 're Not Going to Play Around’: Ad Industry Grapples with California’s Ambiguous Privacy
Law, DIGIDAY (Dec. 9, 2019), https://digiday.com/marketing/not-going-play-around-ad-industry-grapples-
californias-ambiguous-privacy-law/; Tim Peterson, WTF is California’s New, and Potentially Stronger Privacy
Law?, DIGIDAY (July 6, 2020), https://digiday.com/marketing/california-privacy-rights-act/.

2 Nicholas Confessore, The Unlikely Activists Who Took On Silicon Valley—And Won, N.Y. TIMES (Aug. 14, 2018),
https://www.nytimes.com/2018/08/14/magazine/facebook-google-privacy-data.html; Cal. Civ. Code § 1798.140(0);
Cal. Civ. Code § 1798.140(t).

30 Cal. Civ. Code § 1798.120(a).

3 Id. at § 1798.140(e)(6).
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observers have not read the CPRA in this way’? — others have raised doubts as to whether
retargeting is covered under the sharing opt out.*

We urge the CPPA to issue clarifying regulations that cross-context targeting based on
behavior on just one other site is included within the definition of cross-context targeted
advertising. This language will provide much-needed clarity, given the widespread non-
compliance and bad faith interpretations of the CCPA with respect to targeted advertising. As
AARP points out, “No one likes being followed by an ad, even if we know it’s anonymous. It
gets even more worrisome when companies that we've given identifiable information to, such as
Facebook, Amazon and Google, get involved.”**

e. Prohibit service providers from combining data

Additionally, the CPPA should clarify that service providers may not combine data
across clients. Service providers should be working on behalf of one company at a time.
Allowing companies to claim that they are service providers for everyone swallows the rules and
lets third parties amass huge, cross-site data sets, allowing them to glean even deeper insights
into consumers’ most personal characteristics. The CPRA’s definition of “service provider”
clearly states that a service provider is prohibited from “sharing or selling the personal
information” whilst acting as a service provider.*®> Allowing service providers to merge data sets
across different clients would run afoul of that provision, as the service provider would
effectively be sharing one client’s data with another, with itself acting on behalf of both parties.*®

The CPPA should issue regulations to clarify the intent and purpose of the CPRA’s
service provider definition. We suggest the following language:

32 See, for example, Changes to CCPA Put Retargeting in the Regulatory Bullseye, AD LIGHTNING (Dec. 8, 2020),
https://blog.adlightning.com/changes-to-ccpa-put-retargeting-in-the-regulatory-bullseye.

33 Arsen Kourinian, How Expansion of Privacy Laws, Ad Tech Standards Limit Third-Party Data Use for
Retargeting, IAPP (Apr. 27, 2021), https://iapp.org/news/a’how-the-expansion-of-data-privacy-laws-and-adtech-
standards-limits-companies-ability-to-use-third-party-data-for-retargeting/. (“Major companies are well-positioned
to adapt to these developments, as they likely still have a treasure trove of first-party data that they can rely on for
retargeting and measuring marketing performance on their owned and operated properties.”) See also Consumer
Retargeting: What'’s the Problem? WIREWHEEL (Jan. 28, 2021), https://wirewheel.io/consumer-

retargeting/?utm medium=0Organic-Social&utm source=Facebook&utm campaign=2021-02-17-Mark-retargeting-
video (Quoting Marc Zwillinger: “I think we are going to get into a much more interesting question when we talk
about whether the CPRA prevents retargeting. We may have some different views on that and certainly Alistair
McTaggart will probably have a different view.”)

3% Erin Griffith, Why Is That Ad Following You Across the Web? AARP, https://www.aarp.org/home-
family/personal-technology/info-01-2014/how-to-stop-retargeting-ads.html.

35 Cal. Civ. Code § 1798.140(ag)(1)(a).

3 Chris Hoofnagle, Facebook and Google Are the New Data Brokers (Dec. 2018),
https://hootnagle.berkeley.edu/wp-content/uploads/2018/12/hoofnagle facebook google data brokers.pdf.
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A service provider may not combine the personal information which the service provider receives
from or on behalf of the business with personal information which the service provider receives
from or on behalf of another person or persons, or collects from its own interaction with
consumers.

There is precedent for such a prohibition, such as in California’s newly adopted SB 41

(Genetic Information Privacy Act), which precludes service providers from combining genetic
information received from other clients.*’

f.  Clarify that consumers who have already opted out under CCPA need not resubmit opt-

out requests in order to be opted out of data sharing.

Left unaddressed by the statute is whether businesses that have honored consumers’ opt

out requests under the CCPA are required to automatically opt consumers out of sharing when
the CPRA goes into effect in 2023. We urge the CPPA to clarify that businesses must
automatically opt such consumers of the sharing of their information when the CPRA goes into

effect. Otherwise, consumers would have to identify the companies from which they have

already opted out and resubmit, which they are unlikely to be able to do. Moreover, since, as
indicated by the recent AG enforcement notice, the existing definition of sale in the CCPA

already covers data shared for cross-context targeted advertising,*® consumers would reasonably
expect that they had opted out of such sharing already.

Consumers’ Rights to Limit the Use and Disclosure of Sensitive Personal
Information

The CPRA provides the right for consumers to limit the use and disclosure of their

sensitive personal information, including their financial account information, email, and

geolocation data, to what is necessary to provide the service.* Particularly since the

responsibility falls upon the consumer to ask the business to limit the use and sharing, the
protections should be comprehensive and as easy as possible to initiate.

37 SB 41 at 56.18 (b)(10)(B), (2021),
https://leginfo.legislature.ca.gov/faces/bilINavClient. xhtmI?bill_1d=202120220SB41.
38 State of California Department of Justice, CCPA Enforcement Case Examples, “Media Conglomerate Updated

Opt-Out Process and Notices,” (last visited Nov. 6, 2021), https://oag.ca.gov/privacy/ccpa/enforcement.
¥ Cal. Civ. Code § 1798.121(a).
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a. Clarify that when a consumer limits the use and disclosure of their sensitive information,

it is unlawful to process sensitive data for most secondary uses, including monetization,

personalization of advertising, and customization of content based on such data.

Especially since the “limit use” right only takes effect upon the consumer’s specific
request, and since it involves sensitive data, businesses should be very limited indeed in how they
are allowed to use such data when “limit use” is enabled. Most secondary uses, including
monetization, personalization of advertising, and customization of content should be prohibited
when the consumer or their agent has authorized the additional protections.

The ways that ads are targeted — including first-party targeting — can perpetuate
historic patterns of discrimination and unequal outcomes among protected classes. For example,
the Department of Housing and Urban Development has charged Facebook for targeting housing
advertisements based on protected categories like race and religion.*” Such sensitive information
should not be used in determining the advertising and content that consumers view, particularly
under “limit use”.

Companies should still be allowed to use information to fix errors and engage in fraud
prevention, even when “limit use” is enabled, if such use is necessary and proportionate to the

purpose.

b. Businesses must honor limit use requests submitted through authorized agents.

The limit use function will only be useful if consumers are able to easily activate it. It
only takes effect if the consumer actively requests the use of their sensitive data to be limited,
which means that hundreds, if not thousands, of different companies may be using that data
without permission. Thus, as outlined in 1798.135(e), businesses must be required to honor
requests submitted by authorized agents — consistent with the manner in which opt out requests
from authorized agents are processed. Otherwise, it is unlikely that consumers will reap the
benefits of this new right.

Authorized agents may be more effective than global controls for these sorts of opt-outs,
as first-party uses and relationships vary by context, and individuals may want to be able to
exercise nuanced choices as to which parties’ uses should be limited. On the other hand, sale and
sharing of data generally breaks contextual integrity and consumers who object to such practices
(as most do) will likely want to prohibit all parties from engaging in such behavior.

40 United States Department of Housing and Urban Development, on behalf of Complainant Assistant Secretary for
Fair Housing and Equal Opportunity v. Facebook, Inc. HUD ALJ No. FHEO No. 01-18-0323-8
https://www.hud.gov/sites/dfiles/Main/documents/HUD v_Facebook.pdf; Tracy Jan and Elizabeth Dwoskin, HUD
Is Reviewing Twitter’s and Google’s Ad Practices as Part of Housing Discrimination Probe, WASH. POST (Mar. 28,
2019), https://www.washingtonpost.com/business/2019/03/28/hud-charges-facebook-with-housing-discrimination.
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IV. Defining dark patterns

Subverting consumer intent online has become a real problem, and it’s important to
address. In response to Europe’s recent GDPR privacy law, many websites forced users through
confusing consent dialogs to ostensibly obtain consent to share and collect data for any number
of undisclosed purposes.*! And researchers increasingly have been paying attention to
manipulative dark patterns as well. A 2019 Princeton University study of 11,000 shopping sites
found more than 1,800 examples of dark patterns, many of which clearly crossed the line into
illegal deception.*> Consumer Reports research has also identified numerous dark patterns,
including in smart TV’s, food delivery apps, and social media.** For example, CR testers found
that for all of the smart TVs examined, a consumer moving quickly through the television set-up
process will end up providing consent to the tracking of everything they watch through automatic
content recognition.** And, Consumer Reports is helping to collect dark patterns through the
Dark Patterns Tipline, a project to crowdsource examples of these deceptive interfaces to help

advocate for reform.*

a. The existing prohibition on the use of dark patterns in opt-out processes should be
maintained.

We appreciate that the existing CCPA regulations “require minimal steps to allow the
consumer to opt-out” and to prohibit dark patterns, “a method that is designed with the purpose
or has the substantial effect of subverting or impairing a consumer’s choice to opt-out.”*® These
regulations are essential given the difficulties that consumers have experienced in attempting to
stop the sale of their information.

4 Deceived by Design: How Tech Companies Use Dark Patterns to Discourage Us from Exercising Our Rights to
Privacy, NORWEGIAN CONSUMER COUNCIL (Jun. 27, 2018), https://fil.forbrukerradet.no/wp-
content/uploads/2018/06/2018-06-27-deceived-by-design-final.pdf.

42 Arunesh Mathur et al., Dark Patterns at Scale: Findings from a Crawl of 11K Shopping Websites, Proc. ACM
Hum.-Comput. Interact. (2019), https://webtransparency.cs.princeton.edu/dark-patterns/.

3 Samsung and Roku Smart TVs Vulnerable to Hacking, Consumer Reports Finds, CONSUMER REPORTS (Feb. 7,
2018), https://www.consumerreports.org/televisions/samsung-roku-smart-tvs-vulnerable-to-hacking-consumer-
reports-find; Collecting #Receipts: Food Delivery Apps and Fee Transparency, CONSUMER REPORTS (Sept. 29,
2020), https://digital-lab-wp.consumerreports.org/wp-content/uploads/2020/09/Food-delivery -Report.pdf;
Consumers Union Letter to Fed. Trade Comm’n (Jun. 27, 2018), https://advocacy.consumerreports.org/wp-
content/uploads/2018/06/CU-to-the-FTC-Facebook-Dark-Patterns-6.27.18-1-1.pdf; Consumer Reports Calls On
FTC to Take Tougher Action to Stop Hidden Resort Fees, CONSUMER REPORTS (Aug. 6, 2019),
https://advocacy.consumerreports.org/press_release/consumer-reports-calls-on-ftc-to-take-tougher-action-to-stop-
hidden-resort-fees/.

4 Samsung and Roku Smart TVs Vulnerable to Hacking, supra note 46.

4 Dark Patterns Tipline, https://darkpatternstipline.org/.

% Cal. Code Regs tit. 11 § 999.315(h).
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1. The existing rules appropriately rein in the number of allowable steps to opt out.

We appreciate that the existing rules limit the number of allowable steps in the opt-out
process.*” As we noted in our recent study, some “Do Not Sell” processes involved multiple,
complicated steps to opt out, raising serious questions about the workability of the CCPA for
consumers. For example, at the time of our study, the data broker Outbrain did not have a “Do
Not Sell My Personal Information™ link on its homepage (this has since been corrected). The
consumer could click on the “Privacy Policy” link at the bottom of the page, which sent the
consumer through at least six different steps in order to opt out of the sale of their information on
that device. (The consumer could cut out several steps by clicking on “Interest-Based Ads” on
the homepage.) As one consumer told us, “It was not simple and required reading the ‘fine
print.””*® Moving forward, the newly-adopted CCPA regulations should help address this
problem.

2. The existing rules correctly prohibit companies from asking for unnecessary information
to opt out.

We also appreciate the guidance that opt-out processes ‘“shall not require the consumer to
provide personal information that is not necessary to implement the request.”*® In our study, the
overwhelming reason for a consumer to refrain from part of a DNS request process, or give up
altogether, was not feeling comfortable providing information requested. Out of the 68 reports
that the tester chose not to provide information they were asked for as part of the process, 59 said
it was because they were not comfortable doing so. For example, nearly all consumers declined
to provide a photo in order to process their opt-out requests. Out of 7 instances in which
consumers reported that they were asked to provide a photo selfie, in 6 the consumer declined.>”

Consumers told us that they were just as averse to providing government IDs. One tester
of Searchbug reported: “I hated having to send an image of my Driver License. I thoroughly
regret having done so. It feels like an invasion of privacy to have to do that, just so I can take
steps to PROTECT my privacy. Feels wrong and dirty.”>! Even consumers that ended up
providing the drivers’ license ended up confused by the company’s follow-up response. One
tester of Hexasoft Development Sdn. Bhd. responded: “After sending them a copy of my
California driver license to satisfy their residency verification, I got an email back which simply
stated that ‘[w]e will update the ranges in the future release.” I have no idea what that means.”>?
Out of 17 reports of being asked for an image of a government ID, in 10 the consumer chose not

47 1d. at § 999.315(h)(1).

*® Are Consumers’ Digital Rights Protected?, supra note 8, at 18-21.
% Cal. Code Regs tit. 11 § 999.315(h)(4).

0 Are Consumers’ Digital Rights Protected?, supra note 8, at 34.
SUid.

2 d.
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to. Out of 40 reports of being asked to provide a government ID number, in 13 the consumer

refrained from providing it.**

This information is clearly not necessary, as most data brokers simply requested name,
address, and email to process opt outs (where authentication is not required). Unnecessary
collection of sensitive data has significantly interfered with consumers’ ability to exercise their
rights under the CCPA, and we appreciate that the newly-adopted CCPA rules explicitly prohibit
this.

3. The existing rules correctly stop businesses from making consumers search through a

privacy policy to opt out.

We are also pleased that the existing rules preclude businesses from requiring consumers
to dig through privacy policies to opt out.’® In our study, in some cases, consumers proactively
reported finding language surrounding the DNS request link and process excessively verbose and
hard to understand. For example, one tester reported of the data broker US Data Corporation,
“There is a long, legalistic and technical explanation of how and why tracking occurs, not for the
faint of heart.” Another said of Oracle America, “The directions for opting out were in the
middle of a wordy document written in small, tight font.” Another found the legal language used
by Adrea Rubin Marketing intimidating: “they seemed to want to make the process longer and

unnecessarily legalese-y, even a bit scary--under threat of perjury.”*

b. Clarify that companies that sell personal information must post the opt out button
to their homepages, along with the “Do not Sell My Personal Information” link.

We appreciate that the existing rules include a logo, or button, for companies that sell
personal information to post alongside the “Do Not Sell My Personal Information” link on the
homepage.’® However, unless use of the button is required, it is unlikely that companies will
adopt it. While we think it is clear that the language in § 999.306(f)(1)-(3) requires companies
selling personal information to post the button on their homepages, some observers have a
different interpretation, that posting of the button is optional.’” And in fact, the authors have yet
to encounter a website in which this graphic is used. An optional interface counters the direct
instructions in the CCPA, to issue rules “For the development and use of a recognizable and

31d.

% Cal. Code Regs tit. 11 § 999.315(h)(5).

55 Are Consumers’ Digital Rights Protected?, supra note 8, at 32.
56 Cal. Code Regs tit. 11 §999.306(H)(1)-(3).

37 See, eg, @JulesPolonetsky, Twitter (Dec. 10, 2020),
https://twitter.com/JulesPolonetsky/status/1337116699548667907.
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information. Overall, the CPPA should err strongly on the side of clear, simple, bright-line rules
instead of vague, debatable standards that could afford bad faith actors too much wiggle room to
justify deceptive behavior.

V. Automated decision-making

As automated decision-making that uses artificial intelligence is on the rise for
commercial applications like determining housing and employment eligibility, facial recognition,
and even software for self-driving cars, the potential to perpetuate existing societal inequalities is
worrying. Al models are trained on data that tends to represent historical outcomes (for example,
hiring algorithms compare applicants to those who currently hold positions at a given company
which can tend to exclude minorities and women). Many of these algorithms (intentionally or
unintentionally) could be used to discriminate against groups of people that have historically
been excluded from services or opportunities in the past.®! Also, some companies claim that
correlations between unrelated data can predict behavior or other outcomes, with little evidence,
often leading to discriminatory results.®?

Further, some of these algorithms are black boxes to both the end-users as well as the
engineers that design them. Establishing appeals processes or other pathways to provide
opportunities for individuals to correct data about themselves becomes less meaningful when
there are thousands of data points and opaque models and results.

It will be close to impossible to entirely rid algorithms of bias,®® but pursuant to the
CPRA, which directs the Agency to develop rules providing opt out and access rights with
respect to automated decision-making,® the CPPA can put guardrails in place to mitigate or
prevent harmful effects of discrimination.

a. Require increased transparency measures from companies designing algorithms with
significant legal effects

While there are laws that prohibit discrimination based on certain characteristics for
various sectors, due to the opacity of more complicated algorithms, it is difficult to tell whether
algorithmic discrimination is occurring at all. There are virtually no laws, other than CPRA, that
require companies to disclose how their algorithms work, the types of data they use to make
decisions, or mandate providing ways for consumers to contest decisions made about them. For

! Nandita Sampath, Racial Discrimination in Algorithms and Potential Policy Solutions (Feb. 26, 2021),
https://medium.com/cr-digital-lab/racial-discrimination-in-algorithms-and-potential-policy-solutions-75¢5911ed29.
%2 Arvind Narayanan, Princeton University, How To Recognize Al Snake Oil,
https://www.cs.princeton.edu/~arvindn/talks/MIT-STS-Al-snakeoil.pdf.

8 Chris Caruso, Why Al Will Never be Perfect (Sept 28, 2016), https://medium.com/@chriscaruso/why-ai-will-
never-be-perfect-c34acc481048.

64 Cal. Civ. Code § 1798.185(a)(16).
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decision-making involving significant legal effects, consumers deserve transparency. We advise
that for algorithms with significant legal effects (including housing, credit/lending, insurance,
employment), meaningful transparency measures need to be created in order to identify and
mitigate discrimination. Section 21(a)(16) allows the Agency to issue regulations governing
access and opt-out rights. To facilitate this, at the very least, companies should be required to
provide notice in its privacy policy that algorithms are being used to make significant decisions
about them to provide some degree of transparency and accountability.®®

Companies often use multiple data points that are fed into the algorithm to make a
decision about how a consumer behaves, and companies should be required to provide all of that
data access requests. Companies should be required to disclose the types of data collected, the
specific data that it has on the consumer in order to profile them, and how each data point is
factored into the final algorithmic decision (to the extent possible), pursuant to access requests.®®
For example, if a particular data point holds more weight in a decision, the consumer should be
informed and given a quantitative value if possible. In order to give consumers this information
in a meaningful way, companies should use more transparent and interpretable algorithms and
avoid using algorithms that tend to be more complicated to understand like neural networks.

For housing and employment-related targeted advertising, discrimination based on
protected classes including race, gender, religion, etc. is prohibited.®’” Consumers deserve
transparency as to why certain ads are shown to them which should include providing consumers
with meaningful information when the consumer requests it. For example, some companies like
Facebook provide users with the option to learn more about why they see certain ads. However,
the information is often overly broad and generalized, with explanations like "interests" or
"offline activity."®® For targeted ads with the potential of significant legal effects, consumers
should be shown how ads are targeted to them with improved specificity.

For other sensitive algorithms like determining insurance premiums, companies should
also disclose why data points that are factored into the algorithms were chosen, provide
explanations for ways consumers can improve their algorithmic “risk score,” and also make sure
consumers have the ability to contest inaccurate data about themselves. This requires that
consumers have easy access to real-time information about themselves that can be accessed
without hurting their score and also requires a straightforward process to contest inaccurate

% Invitation for Comments, supra note 2, at 2(b) and 2(d).

% Under Cal. Civ. Code § 1798.185( 21)(a)(16), the Agency has the authority to require businesses to provide
meaningful information about the algorithm's logic and the outcome of the process.

7 Ava Kofman & Ariana Tobin, Facebook Ads Can Still Discriminate Against Women and Older Workers, Despite
a Civil Rights Settlement, PRO PUBLICA (Dec. 13, 2019), https://www.propublica.org/article/facebook-ads-can-still-
discriminate-against-women-and-older-workers-despite-a-civil-rights-settlement.

8 Why Am [ Seeing Ads From An Advertiser at Facebook?, Facebook.com Help Center (last visited Nov. 1 2021),
https://www.facebook.com/help/794535777607370.
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information that must be corrected in a timely manner (or be provided a clear explanation as to
why the data is not inaccurate).

b. Identify and ban pseudoscience in Al and other egregious algorithmic harms

There are certain harmful applications of Al where improved transparency and better
consumer control of data are not enough, and should be prohibited. Some Al companies claim
that their technology is capable of doing certain things that are not substantiated by science or
claim certain accuracy rates of their technology without third-party validation.®® Under Section
21(a)(15), the Agency has the authority to require businesses to submit risk assessments
weighing consumer harm with the processing of their personal information, “with the goal of
restricting or prohibiting such processing if the risks to privacy of the consumer outweigh the
benefits resulting from processing to the consumer, the business, other stakeholders, and the
public.””® And some of these pseudoscientific algorithms can cause real harm.

In the employment space, companies like HireVue have been criticized for building video
interviewing software that claims to rank job applicants based on the tone of their voice and
facial expressions. There is little evidence that these factors are related to job performance; more
importantly, these kinds of algorithms have the potential to discriminate against those with
certain skin colors, accents, or disabilities.”! Generally, using Al to predict subjective processes
like job success, recidivism, etc. will result in discriminatory outcomes; trying to quantify
subjective processes where the goals might be different depending on who designs the Al system
tends to hurt those historically marginalized. While unfair and deceptive practices are outlawed
at the state and federal levels, the CPPA needs to make more clear what kinds of Al applications
fall under this category.

¢. Design an accreditation system for private auditing companies to perform audits on

algorithms with significant legal effects

Third-party auditing can be an effective way to mitigate disparate impacts and other
algorithmic harm. Pursuant to Section 21(a)(18), which directs the Agency to establish
regulations with respect to auditing companies, including identifying criteria for selection of
entities to audit, the Agency should design an accreditation system for companies that use Al that
ensures accountability.’? It is important to ensure that audits performed on different companies'
Al are done in a standardized and stringent manner. There are virtually no industry-wide or legal

% Narayanan, supra note 65.

70 Enforcement against unsubstantiated claims in Al can also be pursued by the Attorney General under California’s
Unfair Competition Law.

" Drew Harwell, Rights Group Files Federal Complaint Against Al-Hiring Firm HireVue, Citing ‘Unfair and
Deceptive’ Practices, WASH. POST (Nov. 6, 2019),
https://'www.washingtonpost.com/technology/2019/11/06/prominent-rights-group-files-federal-complaint-against-ai-
hiring-firm-hirevue-citing-unfair-deceptive-practices/.

2 Cal. Civ. Code § 1798.185(a)(18).
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standards for what kinds of information companies should be providing to auditors about their
technology in order for an audit to take place, and even what the audit should be addressing.
Considering Al applications are diverse and varied, these standards need to be nuanced based on
the technology's impact.

Certain private auditing companies market their auditing services to Al companies in the
hopes of mitigating some potential harm. However, since there are no legal requirements for a
third-party audit in most cases, the incentive structure here is skewed in a way that may not be
optimal for unbiased and robust testing. Companies that voluntarily undergo auditing may be
doing it as a PR stunt, either to push back against criticism of their product or to attempt to show
some kind of transparency.’”® Furthermore, due to the lack of requirements in making the results
of audits public, companies can cherry-pick and publish the positive attributes of their audit
results while withholding the auditors' acknowledgement and assessment of any potential harms.

Since there are generally no real requirements for companies to have to undergo an audit
at all, Al companies likely have a decent amount of leverage in terms of what types of audits
they want to undergo, what specific algorithms they want to be audited, and how much of their
information they want to give to auditors (even under an NDA). The incentive structure here is
clearly skewed towards Al companies that in most cases do not legally need the services of these
auditors. Furthermore, as the number of auditing companies increase, they will likely be
competing on a basis of audits that are most comfortable and convenient for Al companies,
reducing some of the potential benefits that a stringent and standardized audit can provide. It is
also likely that different auditing companies have wildly different techniques in terms of which
biases/issues they search for and how they go about identifying them — Auditor A might obtain
a significantly different impact assessment of a company's algorithm than Auditor B. Finally, the
results of these audits are not usually something companies legally need to address if there is
indeed a problem.

Overall, there is a lack of industry and legal standards for what an audit should be
composed of, what issues of bias and other harm need to be addressed, and what kinds of
information about the technology companies need to provide to auditors to carry out the audit.
There is also a lack of transparency requirements regarding how the results of these audits should
be released to the public (if at all) and, most importantly, how companies need to address the
results of the audit.

We recommend that the CPPA design an accreditation system for private auditing
companies, require companies that deploy algorithms with significant legal effects (including but
not limited to housing, employment, insurance, credit/lending) undergo audits, and establish

3 Alfred Ng, Can Auditing Eliminate Bias from Algorithms? THE MARKUP (Feb. 23, 2021),
https://themarkup.org/ask-the-markup/2021/02/23/can-auditing-eliminate-bias-from-algorithms.
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a. Businesses should be required to delete disputed information if it cannot provide

documentation to back it up.

In ensuring that consumers are able to correct inaccurate information pursuant to
CPRA,* and in developing rules on businesses’ responses to correction requests,’' the CPPA
should direct companies to delete disputed information that cannot be backed up with
documentation. With respect to credit reporting, the CRAs and furnishers primarily rely on an
automated online system known as e-OSCAR to transmit information about disputes to one
another, and to resolve them.®? However, it does not always serve the best interests of
consumers. First, CRA call center agents have often not been equipped to provide consumers
with the help they need. In 2013, Experian call center agents in Santiago, Chile revealed that
they had no power to actually investigate error complaints, but merely to code the disputes, and
accept the account of the furnisher.®?

The CRAs allow the furnishers a great deal of power in conducting the investigations and
determining whether or not an error has occurred. The CRAs often take the word of the furnisher
in handling these complaints. This is problematic for consumers for two reasons. First, this
unfairly places the responsibility on the consumer to show that the furnisher has made a
mistake.®* FCRA requires CRAs to remove any information from a report that “cannot be
verified,” thus furnishers have the responsibility to prove the consumer wrong.®® Second,
furnishers often fail to conduct a thorough investigation into the problem, which raises questions
about the veracity of their claims in some cases.5¢

Furnisher investigations are inadequate to correct many types of errors. According to an
industry source, attorney Anne P. Fortney, a typical furnisher investigation had the employee “at
a minimum, verify the consumer information by matching the name, Social Security number and
other pertinent data; and review the account history, including payment history and any historical
notes related to the account.”®” These investigations can be lacking, especially when the errors

80 Jd. at § 1798.106(a).

81 1d. at § 1798.185(a)(8)(A)

82 Report to Congress on the Fair Credit Reporting Act Dispute Process, FED. TRADE COMM’N at 15 (2006),
http://www.ftc.gov/sites/default/files/documents/reports/federal-trade-commission-andboard-governors-federal-
reserve-system-report-congress-faircredit/p044808fcradisputeprocessreporttocongress.pdf; e-OSCAR, www.e-
oscar.org.

8 Steve Kroft, 40 Million Mistakes: Is Your Credit Report Accurate?, CBS NEWS (Aug. 25, 2013),
http://www.cbsnews.com/news/40-million-mistakes-is-your-credit-report-accurate-25-08- 2013/ (60 Minutes
broadcast originally aired on Feb. 10, 2013) (see 2 of transcript).

8 Automared Injustice, supra note 77, at 28.

815 U.S.C. § 1681i(2)(5)(A).

8 Automared Injustice Redux, supra note 77, at 14-15.

87 Credit Reports: Consumers’ Ability to Dispute and Change Inaccurate Information: Hearing Before the H. Comm.
on Fin. Servs., 110th Cong. (2007) (statement of Anne P. Fortney),
http://archives.financialservices.house.gov/hearing110/osfortney061907.pdf (see 9 of PDF).
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were already caused by or reflected in the furnisher’s computer records. In other cases, it is clear
that the employees in charge of the reinvestigation fail to uphold even these minimum standards.

Many courts have found that the existing procedures CRAs and furnishers use fall short
of what constitutes a “reasonable” investigation as required by FCRA. For example, In Dickman
v. Verizon Communications, Inc. (2012), the court refused to dismiss the case against Verizon
and found that there were questions about the adequacy of their investigation process in part
because, as the plaintiff argued, Verizon informed the CRAs “that he had become delinquent on
the [n]ew [a]ccount three months before he actually opened it.”’® This error revealed that
Verizon had not fully investigated the error complaint, since it supplied information that was
clearly false. Verizon claimed that it followed a similar procedure as described by Fortney to
investigate errors —checking the account, verifying the name and other identifiers, and looking
at the record of past payments.®’

In Boggio v. USAA Federal Savings Bank (2012), USAA employees responded to an
error complaint by simply reconfirming the plaintiff’s identity, and did not review any
underlying documentation in his file.®® The court denied USAA’s motion for summary judgment
in their favor because it could not conclude that USAA’s investigation was “reasonable” as a
matter of law.”! The plaintiff sued because he believed he was incorrectly listed as a “co-obligor”
on his ex-wife’s loan—information that had been forwarded to the CRAs.? Deposition
testimony revealed that USAA employees are “not permitted to make any phone calls to anyone”
or review any documents submitted by paper.”*

Dixon-Rollins v. Experian Information Solutions, Inc. (2010) revealed that TransUnion
and furnishers did not conduct a reasonable investigation of the plaintiff’s dispute as required by
law.** The court upheld the judgment and award for the plaintiff, finding that TransUnion had
not fulfilled its duty to investigate in part because it did not forward any of the documentation
that plaintiff Dixon-Rollins provided to the debt collector during the reinvestigation, and simply
accepted the debt collector’s word.”> Although Dixon-Rollins had paid off the debt, her four
attempts to have the incorrect information altered on her credit report were in vain.®® The debt

8 876 F.Supp.2d 166, 174 (E.D.N.Y. 2012).

¥ Id. at 173.

%0696 F.3d 611, 619 (6th Cir. 2012).

°! Id. at 619-20.

2 [d. at 613.

3 Brief for Appellant, Boggio v. USAA Fed. Sav. Bank, 696 F.3d 611, 2012 WL 248111, at *8 (6th Cir. 2012) (No.
11-4040.)

% Dixon-Rollins v. Experian Info. Solutions, Inc., 753 F. Supp. 2d 452, 465 (E.D. Pa. 2010) (defendant “repeatedly
failed to carry out its statutory duty” under FCRA). The plaintiff sued both Experian and TransUnion, but reached a
settlement with Experian. /d. at 456.

% Id. at 456-7, 459. The award was reduced, however. Id. at 456.

% Id. at 457.
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collector simply checked its records and reconfirmed to the CRA-— incorrectly—that the debt
had not been paid.”’

These examples help to demonstrate how minimal steps taken by CRAs and furnishers do
not always properly address or even clarify the underlying dispute. In many cases, CRAs have
accepted the word of the furnisher, even when they don’t have evidence to back up their case.
This is true even for disputes from furnishers who are debt collectors. CRAs have accepted a
furnisher’s response to the dispute, even if the consumer is actually correct, has documentation
that she is correct, and the furnisher has sent nothing to back up its response. The National
Consumer Law Center notes that this not only places the burden of proof on the consumer, it
unfairly gives the furnisher the role of being the judge in the dispute against it.”®

Therefore, to ensure that consumers are able to correct inaccurate information pursuant to
CPRA, the agency should direct companies to delete disputed information that cannot be backed
up with documentation. Businesses should not simply accept the word of the data provider in a
dispute without any evidence. Disputed information should be removed from a consumer’s
record if the provider is unable to provide documented proof of its claims following a consumer
dispute.

b. Businesses should delete challenged information that they cannot link to a single
identifiable consumer.

In developing rules on businesses’ responses to correction requests,” the agency should
direct companies to delete disputed information when it cannot be linked to a single identifiable
consumer. So-called “mixed files” — in which information from multiple people, often family
members with similar names and the same address, is pulled into a single credit report — are a
common source of credit reporting mistakes.'%® The case of Miller v. Equifax Information
Services LLC (2013)'°! highlighted some of these lapses in the CRA investigation system,
especially when trying to correct a mixed file. In this case, the court upheld the judgment and
granted Julie Miller $1.8 million in both punitive and compensatory damages after Equifax
ignored her efforts to remove errors from her credit report.!%2 Over the course of two years,
Miller challenged a number of collections entries on her credit report that did not belong to her,

7 Id.

%8 Making Sense of Consumer Credit Reports: Hearing Before the Subcomm. on Fin. Inst. and Consumer Protection
of the Sen. Comm. On Banking, Housing and Urban Affairs, 112th Cong. (2012) (statement of Chi Chi Wu, NCLC),
available at http://www.banking.senate.gov/public/index.cfm?FuseAction=Files.View&FileStore id=1b5d9716-
9248-4757-90d8-7269d33af0ca (see 22-24 of PDF).

P Id. at § 1798.185(2)(8)(A)

10 dutomated Injustice Redux, supra note 77, at 13-14.

101 No. 11-1231 (D. Or. Jan. 29, 2014).

102 Miller, No. 11-1231, slip. op. at 2. At trial, the jury had granted $18 million. Id.
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but Equifax failed to remove them.!?® Equifax’s representative testified that while she couldn’t
conclusively explain the reason for this lapse, Equifax employees may have let the marks remain
because they couldn’t verify the plaintiff as the owner of the credit file.!* Although Equifax
maintained that it established special procedures to deal with a mixed file, in this case, standard
procedures were not followed.'%

These mixed files are likely to be even more common with respect to information held by
data brokers, since information, such as about browsing history, could likely be linked to all
consumers that use a particular device. Thus, businesses should delete challenged information
that they cannot link to a single identifiable consumer.

c. Businesses should be required to review correction requests in which the consumer
submits new information that is relevant to the complaint, unless the request appears to
be vexatious or in bad faith.

Given the challenges that consumers have experienced in correcting credit reporting
errors, it is likely that they will encounter similar problems in correcting errors under the CCPA.
With respect to the new correction rights under the CPRA, the CPPA has authority to establish
“[H]ow often, and under what circumstances, a consumer may request a correction” of their
personal information.!® Consumers should be permitted to submit additional documents or
evidence in support of their dispute, without having to worry that the dispute will be marked
“frivolous” and dismissed. Such dismissals occur all too often in credit reporting disputes.'?’
Thus, companies should be required to consider new information and documentation provided to
them by consumers even in an ongoing dispute, as long as it is relevant to the complaint.

Of course, if a bad actor were attempting to interfere with the functioning of the service
by sending hundreds of requests per day, it would be reasonable just to ignore these bad-faith
requests and not look up the consumer's file each time.

103 Complaint at 6, Miller v. Equifax Info. Servs., No. 11-1231 (D. Or. Jan. 29, 2014); see also Laura Gunderson,
Equifax Must Pay $18.6 Million After Failing to Fix Oregon Woman's Credit Report, THE OREGONIAN (July 26,
2013), http://www.oregonlive.com/business/index.ssf/2013/07/equifax_must pay 186 million a.html (noting that
the Miller judgment would be the largest award ever obtained in a case against a major CRA).

104 Transcript of Record at 278-84, Miller v. Equifax Info. Servs., No. 11-1231 (D. Or. Jan. 29, 2014).

105 /d. at 442-47.

106 Cal. Civ. Code § 1798.185(a)(8).

197 Automated Injustice Redux, supra note 77, at 21-22.
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VII. Consumers’ Right to Know

a. In response to a verifiable request, businesses should be required to provide all
information that belongs to that identifiable consumer, even if it is beyond the 12-month

window.

Businesses should not reidentify information in order to respond to an access request. But
if the company has identifiable data, it should provide that data to the consumer or their
authorized agent pursuant to an access request, even if the data is older than 12 months.!® Since
this access requirement applies only to data collected on or after January 1, 2022,'% and
businesses have been required to comply with access requests since 2020, they will have had
ample time to prepare to respond to such requests.

If a company collects and retains a consumers’ personal information, at the very least,
they should give the consumer the ability to access that information. These access rights are
necessary for consumers seeking to take additional action to exercise their portability and
correction rights. Further, the information consumers receive through such access requests may
cause them sufficient concern that they then decide to delete or stop the sale of this information.

And businesses should be incentivized to get rid of old data. Retaining old and
unnecessary data is a serious security risk; a recent data breach at Capital One involved data that
was more than ten years old.''® Exempting old data from access requests doesn’t help businesses
or consumers when there is such a threat of inadvertent disclosure. The CCPA changed the
incentive structure for maintaining data: companies that previously had no reason to map data
finally had to do so in order to be prepared to respond to requests — leading some of them to
delete old data that was no longer needed.''" But unless companies are held to the requirement to
honor access requests with respect to data that is more than a year old, companies will have
fewer incentives to do so.

Finally, the CPRA requires companies to delete data that is no longer necessary for
disclosed purposes,''? so it should not be too burdensome for companies to respond to access
requests for the remaining data.

108 Cal. Civ. Code § 1798.185(9).

109 1d. at § 1798.130(a)(2)(B).

110 Emily Flitter and Karen Weise, Capital One Data Breach Compromises Data of Over 100 Million, N.Y. TIMES
(Jul. 29, 2019), https://www.nytimes.com/2019/07/29/business/capital-one-data-breach-hacked.html.

"' Kaveh Waddell, California Privacy Law Prompts Companies to Shed Consumer Data, CONSUMER REPORTS
(Feb. 11, 2020), https://www.consumerreports.org/privacy/california-privacy-law-ccpa-prompts-companies-to-shed-
consumer-data-a8999779184/.

112 Cal. Civ. Code § 1798.100(3).
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VIII. Non-Discrimination

Californians have a right to privacy under the California Constitution, and consumers
should not be charged for exercising those rights.'!* Unfortunately, there is contradictory
language in the CCPA, including as amended by CPRA, that could give companies the ability to
charge consumers more for opting out of the sale of their data or otherwise exercising their
privacy rights.!'* We offer several recommendations to help ensure that these loopholes are not
inappropriately exploited.

a. The CPPA should clarify that financial incentives in markets that lack competition is an

unfair and usurious practice.

To prevent some of the worst abuses associated with financial incentives, discriminatory
treatment should be presumed where markets are consolidated and consumers lack choices. The
CCPA prohibits financial incentive practices that are unjust, unreasonable, coercive, or usurious
in nature.!'® And, the CPPA currently has the authority under CPRA to issue rules with respect to
financial incentives.!'® Thus, we urge the CPPA to exercise its authority to prohibit the use of
financial incentives in market sectors that lack competition. ISPs, for example, should not be
allowed to charge consumers for exercising their privacy rights, because customers lack the
meaningful opportunity to find more affordable options elsewhere. For example, for years,
AT&T charged usurious rates — about $30 per month — for not leveraging U-Verse data for ad
targeting.!!"” Where consumers have few choices, market forces don’t impose sufficient
constraints on companies from penalizing exercising privacy rights. And, there is rising
concentration across many industries in the United States,''® further highlighted by the creation
of a Federal Trade Commission task force to monitor these trends.!!” The CPPA should exercise
its authority to put reasonable limits on these programs in consolidated markets.

13 Cal. Cons. § 1,
https://leginfo.legislature.ca.gov/faces/codes_displayText.xhtml?lawCode=CONS&division=&title=&part=&chapte
r=&article=l.

114 Cal. Civ. Code §§ 1798.125(a)(2) and .125(b).

15 Id. at § 1798.125(b)(4).

116 1d. at § 1798.185(a)(6).

7 Jon Brodkin, AT&T To End Targeted Ads Program, Give All Users Lowest Available Price, ARS TECHNICA
(Sept. 30, 2016), https://arstechnica.com/information-technology/2016/09/att-to-end-targeted-ads-program-give-all-
users-lowest-available-price/.

"8 Too Much of a Good Thing, THE ECONOMIST (March 26, 2016),
https://www.economist.com/briefing/2016/03/26/too-much-of-a-good-thing.

1% FTC’s Bureau of Competition Launches Task Force to Monitor Technology Markets, FED. TRADE COMM’N (Feb.
26, 2019), https://www.ftc.gov/news-events/press-releases/2019/02/ftcs-bureau-competition-launches-task-force-
monitor-technology.
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b. Businesses must calculate the value of the data to the business and make it available per
access requests before being permitted to share data with third parties pursuant to lovalty

programs.

Under the existing CCPA regulations, companies that provide financial incentives to
consumers that could implicate their CCPA rights are required to give notice, including “A good-
faith estimate of the value of the consumer’s data that forms the basis for offering the financial
incentive or price or service difference[.]”!?° However, a check of two top loyalty programs
suggests that too many companies aren’t taking this requirement seriously, offering only vague
explanations in their disclosures with respect to the value of consumers’ data.!?!

The CPPA should carry over the prohibition on discrimination if a company cannot meet
the affirmative burden of offering a good faith estimate and demonstrating that a financial
incentive is reasonably related to the value of the data. It should specifically extend that idea to
loyalty programs, to prohibit secondary sharing unless a company can meet those two
evidentiary burdens.

IX. Conclusion

We thank the CCPA for its consideration of these points, and for its work to secure strong
privacy protections for consumers. We are happy to answer any questions you may have, and to
discuss these issues in more detail. Please contact Maureen Mahoney

() o mor information.

120 Cal. Code Regs tit. 11 § 999.307(b)}(5)(2).

121 See, for example, Sephora, Privacy Policy, Notice of Financial Incentive, “The value of your personal
information to us is related to the value of the free or discounted products or services, or other benefits that you
obtain or that are provided as part of the applicable Program, less the expense related to offering those products,
services, and benefits to Program participants[,]” (Nov. 1, 2021), https://www.sephora.com/beauty/privacy-
policy#USNoticelncentive; CVS, Privacy Policy, Financial Incentives, Member Special Information, “The value we
place on the personal information in connection with these incentives is calculated by determining the approximate
additional spending per customer, per year compared to individuals who are not enrolled in ExtraCare[,]” (Sept. 16,
2021), https://www.cvs.com/help/privacy policy.jsp#noticefi.
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Chair Lina Khan

Commissioner Rohit Chopra
Commissioner Rebecca Slaughter
Commissioner Noah Phillips
Commissioner Christine Wilson

Federal Trade Commission
600 Pennsylvania Ave., N.W.
Washington, D.C. 20580

Chair Khan and Commissioners Chopra, Slaughter, Phillips, and Wilson:

We, the undersigned civil rights, civil liberties, and consumer protection organizations,
write to bring your attention to the urgent need for the Federal Trade Commission to
protect civil rights and privacy in data-driven commerce. The Internet is an irreplaceable
venue for free expression, trade, employment and housing opportunities, banking,
education, entertainment, and, of course, civic engagement. As courts have recognized
for decades and recently reaffirmed, privacy rights are civil rights' and commercial data
practices are inextricably intertwined with equal opportunity.2

We ask the FTC to (1) initiate rulemaking and take other appropriate actions to regulate
unfair and deceptive commercial data practices such as those discussed below; (2)
create an Office of Civil Rights; and (3) commit greater resources to aggressively
enforce against unfair and deceptive practices. We urge the FTC to use all tools at its
disposal.

Unfair and Deceptive Commercial Data Practices Cause Substantial Harm

As has been extensively documented by independent researchers, journalists, courts,
companies, and this Commission, unfettered data practices employed single-mindedly
for private gain cause significant harm to the public. Tech companies directly cause or
contribute to many of these harms. Like the sprawling consequences of historic
redlining, other harms arise as negative externalities (including downstream effects)
from data-exploitative business models and the market incentives they create.
Addressing direct harms and changing incentives will have positive effects for the
Internet ecosystem as a whole.

' See Am. for Prosperity Found. v. Bonta, __ S.Ct. __, 2021 WL 2690268, *6 (July 1, 2021) (discussing
NAACP v. Alabama, 357 U.S. 449 (1958)).

2 See Leaders of a Beautiful Struggle v. Baltimore Police Dept., __ F.4th __, 2021 WL 2584408, *14 (4th
Cir. June 24, 2021) (en banc) (Gregory, C.J., concurring) (discussing how past redlining of Baltimore
continues to affect resource distribution and public well-being, including “investment in construction;
urban blight; real estate sales; household loans; small business lending; public school quality; access to
transportation; access to banking; access to fresh food; life expectancy; asthma rates; lead paint
exposure rates; diabetes rates; heart disease rates” and more.).

1
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The following practices relating to the use of consumers’ personal data are unfair or
deceptive. They cause many of the harms discussed above, either directly or by
causing downstream negative externalities. The FTC should take immediate action to
address them using all tools at its disposal, including but not limited to rulemaking.

Civil Rights and Equal Opportunity

1) Using criteria that have the purpose or effect of resulting in adverse eligibility
determinations or to target or deliver advertisements for housing, employment,
credit, insurance, or educational opportunities on the basis of protected
characteristics. This does not include using protected characteristics (a) for
legitimate self-testing for the purpose of preventing unlawful discrimination,
complying with legal requirements, or assessing diversity, equity, and inclusion
programs; or (b) for the bona fide and primary purpose of expanding an applicant,
candidate, participant, or customer pool by increasing diversity and inclusion.

2) Using personal data to violate rights protected by federal law, where such rights are
capable of being violated by a private actor. This includes using personal data to
deprive or defraud someone of the right to vote in violation of federal law.

3) Disclosing non-public information related to an individual’s sexual life without specific
opt-in consent, such as their sexual activity, relationships, orientation, gender
identity or expression, preferences, communications, or behavior. This does not
include automated linking to, republishing of, or indexing such information if it was
already disclosed by others—such as routine search engine operations.

4) Offering online services that are not accessible to persons with disabilities.

5) Failing to provide disclosures and policies in all languages in which the company
routinely provides service.

6) Using machine learning or artificial intelligence technology to process personal data
or aggregate data about a population without ensuring, prior to deployment and
through regular assessment, that such processing does not directly or indirectly
result in adverse eligibility decisions or exclusion from commercial opportunities on
the basis of protected characteristics.

7) Using machine learning or artificial intelligence technology in a manner that does not
comport with what the technology is marketed or represented to do, if such use
causes harm to consumers.

8) Claiming that a product using machine learning or artificial intelligence technology
can predict future outcomes with a degree of certainty or accuracy, or predict human
behavior at all, if the claimant does not possess reliable evidence that such
technology has any such capability greater than a simple linear regression analysis
or random chance.



9)

10

11

12

Representing that a product using machine learning or artificial intelligence
technology has a source, sponsorship, approval, certification, accessories,
characteristics, components, uses, or benefits that it does not have, or that such
product is of a certain standard, quality, grade, style, or model when it is not.

) Designing, modifying, or manipulating a user interface of a service, directed at
children under the age of 13, with the purpose or substantial effect of cultivating
compulsive usage.

) Using personal data to target or deliver personalized advertisements to children
under the age of 13. This does not include contextual advertising.

) Using personal data to conduct psychological experiments on users without opt-in
consent and compliance with best practices for such research, if it is reasonably
foreseeable that such experiments may result in harm physical or mental health.

Data Protection

1)

Failing to minimize data collection and retention. Collected data should be limited to
what is nhecessary to provide the service requested by the consumer; should not be
used for secondary purposes; and should not be retained for longer than is
necessary to satisfy the purpose for which it was collected. Secondary uses should
not be allowed without additional and specific opt-in consent.

Using facial recognition technology on persons in traditional public forums or places
of public accommodation without opt-in consent.

Collecting, sharing, or otherwise using an individual’s biometric data, including but
not limited to facial recognition technology, without specific opt-in consent and
without a valid business necessity.

Disclosing, without authorization or in excess of authorization, the content of a
communication to anyone who is not a party to the communication or who does not
have authorization to access it, including both state actors and private parties.

Collecting sensor recordings of environmental data from a consumer device, in
conjunction with personal data, without opt-in consent. This includes data collected
by a microphone, camera, or other sensors capable of measuring chemicals, light,
radiation, air pressure, speed, weight or mass, positional or physical orientation,
magnetic fields, temperature, or sound. This does not include processing by an
entity that did not directly collect the data.

Collecting personal data as a third party about users of an online service, where
such data is not publicly available, without opt-in consent from affected individuals.
This includes, for example, cursor movements and clicks, heat maps, in-app activity,
location information, third party tracking beacons and cookies, and other third-party
methods of tracking user activity.



Due Process

1)

2)

5)

Requiring consumers to consent to pre-dispute binding arbitration clauses or class
action waivers.

Requiring consumers to waive privacy or other rights to obtain service or requiring
that consumers who do not waive their rights pay a higher fee. This does not include
customer loyalty programs, such as grocery store discount cards.

Denying consumers the ability to access, correct, delete, or port their personal data
in response to a reasonable request.

Failing to provide an effective and prompt appeal when requests to access, correct,
delete, or port data are denied.

Using dark patterns and other misleading user interfaces to unfairly or deceptively
induce consent or other adverse actions from a consumer.

Transparency

1)

6)

Failing to affirmatively disclose, in a clear and conspicuous manner, how a data
processor collects, uses, shares, and retains personal data, including failing to
explain a consumer’s ability to control the use of their data.

Failing to affirmatively disclose when and how a company uses machine learning or
other artificial intelligence technology to process personal data, when such
processing affects commercial goods, services, or opportunities that a consumer
may receive. This includes failure to disclose non-sensitive information from risk
assessments.

Failing to conspicuously provide all relevant privacy policies and controls in one
place, such as scattering privacy policies, updates, or controls across multiple parts
of a website or app. This practice is particularly deceptive when a consumer’s intent
to change a privacy control in one area can be undermined by failure to change
other controls in other areas, and such discrepancy is not conspicuous.

Refusing to tell a consumer to whom the company disclosed their personal data, or
with whom the company contracts to share such data, in response to a reasonable
request.

Failing to notify a consumer when the company discloses their personal data to a
state actor unless the company is legally required not to disclose.

Misstating or mischaracterizing the subject matter, methods, frequency, or results of
any of one’s own internal or external assessments.

Security

1)

Failing to secure personal data, to protect the integrity of personal data, or to prevent
unauthorized access or processing of personal data.
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Public Knowledge
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Thank you for the opportunity to make preliminary comments to the Agency as you embark on
your rule-making and enforcement duties granted under the California Privacy Rights Act of 2020.

Oakland Privacy is a citizen's coalition that works regionally to defend the right to privacy,
enhance public transparency, and increase oversight, particularly regarding the use of surveillance
technigues and equipment. We were instrumental in the creation of the first standing municipal
citizens’ privacy advisory commission in the City of Oakland, and we have engaged in privacy
enhancing legislative efforts with several Northern California cities and regional entities. As experts
on municipal privacy reform, we have written use policies and impact reports for a variety of
surveillance technologies, conducted research and investigations, and developed frameworks for the
implementation of equipment with respect for civil rights, privacy protections and community control.

Media Alliance is a Bay Area democratic communications advocate. Our members include
professional and citizen journalists and community-based media and communications professionals
who work with the media. Our members are concerned with communications rights, especially at
the intersections of class, race and marginalized communities.

Question 1 a-d Cyberscurity Audits and Risk Assessments

Question 1(a) asks when a business use of personal information poses a significant risk to
privacy or security. The question of what “privacy harm” consists of is a challenging one. We would
suggest two criteria for the agency to consider. The first relates to the stakes for the affected
consumer. Does the business' use of personal information contribute to whether a consumer can
access something of significance to them. Will the personal information a business collects be a part
of a process that determines if they can rent an apartment, buy a house, acquire a line of credit, get
into a college, get a job, or access medical care or insurance services? Does the consumer, in other
words, face a significant risk of not being able to get something of significance to them based on how
a business collects or processes their personal information. The second criteria we would recommend
is whether a business sells, shares or distributes a consumer'’s personal information beyond the
ecosystem of one business and their direct service providers. When a consumer's information is, to
describe it colloquially, sent out into the wild, then the definition of significant risk is met due to the
possible distortion of the putative reason the information was collected and the relative lack of
control of the original data collection entity or middleman.

The question goes on to ask what should be included in an annual cybersecurity audit and how
to ensure that it is thorough and independent. An annual cybersecurity audit should focus on a few
things including a) what information is collected, both directly and indirectly b) the nature of the
automated and human processing of the data, including which parts are done by algorithm and which
parts by human beings c) retention protocols including security measures d) sharing/selling protocols
e) impact, including volume, quantity, percentages, and demographic markers. An audit is
independent if it is performed by a third party with no direct or indirect financial interest in the
outcome and this included linked business practices, board member presence or investments.



The third section addresses risk assessments including what they consist of, how often they
should be performed, and how to weigh risks and benefits. A risk assessment asks a company to
consider the dark side of their products and services and measure the extent to which that dark side is
present in their current operations. In other words, if things go wrong, how do they go wrong and is
that happening and if so, how much? A risk assessment should consist of a description of the
automated processes involved including their quantity and scope, a statement of potential threats,
risks and harms that can be conceptualized and then a measurement of the extent to which each of
these potential threats, risks and harms is or may be actualized, with an emphasis on those that are
present in whatever quantity as opposed to theoretical harms, although potential harm should always
be addressed. Such an assessment should occur with business data processes that meet criteria for
significant privacy risk or privacy harms as soon as possible. We suggested some possible criteria for
that determination above. Whatever criteria the Agency decides upon, the goal should be for initial
risk assessments to be performed for high risk business data processes within the next three years or
by the end of 2024. We would then recommend that the process be renewed biannually. The Agency
may wish to set up tiers of risk with lower risk business data processes renewing their risk
assessments every four years. When it comes to balancing risks and benefits, it is probably inevitable
that businesses will conclude that the benefits exceed the risks in their own risk assessment
statements, so the goal should be tabulating both the benefits and the risks so those measurements
can be available to both the Agency, legislators and the public to determine if and when actions are
needed to contain risks. That said, companies should be encouraged to proactively address the risks
they uncover to the extent they are willing and able to do so.

Question 2 (a-d) Automated Decision Making

Question 2 focuses on automated decision making processes. The first question asks what
activities constitute automated decision making and profiling. As we mentioned above, automated
decisonmaking involves data processes that allow or grant access to a consumer to services and
products that the, which can include housing, jobs, benefits, insurance and medical services, banking
and lines of credits, financial aid, educational admissions or in the case of pretrial and probation, the
level of their personal freedom. These decisions can be fully automated, partially automated or
marginally automated. While fully automated decision making is particularly high in risk factors,
studies have shown that human-adjudicated decision making that relies on data processing shows
similar risk factors as humans are notoriously reluctant to override the formulas, so both fully
automated and human-assisted processes constitute automated decision making.

The second question asks about when consumers should be able to access information about
automated decision making processes. That's easy. When they are subjected to them! Any human
being whose application is being submitted to an algorithmic for a result should have access to the
parameters of the decision making process including what factors are being weighed and the
approximate contribution of each of them to the final result. When students take a class in a
university, it is the usual practice to provide them with a grading syllabus so they understand what
their final grade will consist of and the relative factoring of their term papers, quizzes and exams,
attendance and class participation. It isn't clear why we would expect or provide anything less for
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algorithmic decision making that affects important life opportunities. Black box algorithms that are
“too difficult to explain” are a red flag that the data processing lacks appropriate controls and is
probably subject to unintended consequences including disparate impacts and hidden bias.

The last question addresses the scope of customer's opt-out rights. CPRA allows consumer opt-
out with very limited exceptions. When it comes to automated decision making, those opt-out
decisions may have an impact on the algorithmic formula which may reject consumer profiles that lack
plentiful information. So it should always be an option for consumers to request and receive a fully
human review and/or appeal of any data-aided decision making process.

Question 3 (a-c) Audits Performed by the Agency

Question 3 asks about the scope of the Agency's audit authority. The Agency's audit authority
should be focused on the primary rights provided for in CPRA/CCPA including the right to opt-out, the
right to correct, and the right to delete. So the initial focus of the Agency's audit work should be
directed at basic business compliance with the fundamental privacy rights as defined. This could
include complaint-based auditing follow-up as well as possibly some random audits that seek to get a
bead on general business compliance. However, the Agency should not overly limit the scope of its
auditing program as changes in technology will inevitably present new privacy challenges down the
line that may require new parameters or pose privacy harms that were not obvious in 2021 and 2022.
So we would advocate for a broad statement of authority to audit California businesses whenever
their activities present significant risks to Californian's privacy.

The second section addresses the process and criteria to select businesses for audit. The
Agency, which has limited resources, will have to choose between a largely complaint-based process
that would consist of waiting for consumer, advocates and journalists to identify potential non-
compliance and problematic processes and a randomized auditing process that would engage with a
representative sampling. While we do think it will be important for the agency to be responsive to
complaints, we encourage some level of randomized auditing as it is will be important for the Agency
to have a sense of the general rate of compliance in order to inform future rule-making.

The last question addresses safeguarding consumer information from auditors. We don't want
to tie the hands of CPPA auditors too extensively, so we would recommend strong prohibitions on any
unauthorized distribution (as in immediate termination) and strong encryption protocols for the
transfer of PIl between companies and the auditing staff and between members of the auditing team.

Question 4 a-e Consumer Right to Know, Right to Correct and Right to Delete

Question 4 asks about a customer's right to know, right to correct and right to delete. The first
question asks how often a consumer may ask to correct inaccurate information. There is no doubt that
inaccurate information increasingly presents troubling issues for consumers. As computer-driven
decision making processes grow more ever-present, inaccurate Pll, whether caused by sloppy data
collection processes or identity theft, can cause consumers to be punished in a variety of ways. So
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while we are sensitive to the fact that businesses can face a burdensome obligation, we are reluctant
to constrain the ability to have incorrect information removed too extensively. The Agency may want
to consider the different kinds of inaccurate information that may be present and impose a more
liberal protocol for certain kinds of essential information relating to finances, health information and
criminal/civil legal information that can have significant impacts on consumers, as opposed to less
cogent information in order to best bridge the tension between businesses desire for streamlines
processes and the unimpeachable right of consumers not to be denied significant life opportunities
due to incorrect data about them.

The second question asks for the procedures businesses should follow to prevent fraud in the
correction of online information. To the extent that businesses are able, they should use established
two factor authentication processes to confirm identity and have backup processes like secret
questions for consumers who don't have smartphones. These processes are preferable to biometric
identification, which creates enhanced privacy risks under the slogan of verifying identity.

The next question asks when businesses should be exempt from requirements to provide
consumers with a right to know, right to delete and right to correct under the disproportionate effort
or accuracy claims. For consumers asking to correct information that is in fact, correct, consumers
should be offered the opportunity to simply delete the information if they believe it is incorrect. No
one should be forced to keep information on their online profile if they don't want it there. While it
may be beyond businesses ability to correct already-correct information, they may not and should not
hamper a customer's absolute right to delete the information and simply offer the consumer the
alternative: no they may not change/correct this piece of information, but they may permanently
delete it. When it comes to disproportionate effort, while we are open to the ability of businesses to
request extensions for particularly expansive information requests, inalienable rights granted to
consumers under state law should not be lightly subject to dismissal based on it being a pain to
accommodate them. The fundamental rights contained in this section: the right to know, the right to
correct and the right to delete are not ipso facto a disproportionate burden to businesses, or if they
are, it is a disproportionate burden the government has decided that they must bear. We can accept
that right to know requests to the same company can be limited to prevent duplicative requests from
disgruntled customers, but other than that, we cannot think of a justifiable rationale for denying these
basic rights to California consumers.

Question 5 a-e Consumer Opt Out Rights

These questions address opt-out protocols. Please see joint comments submitted on this
question by a coalition of state privacy groups to which we belong.

Question 6 a-b Limits on Use and Disclosure of Sensitive Information
This section addresses the CPRA's grant of limitations on the use and disclosure of sensitive

personal information including. The questions are basically asking when these rights should be
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constrained, and we are not sure that we really have an answer for that. Basically, they shouldn't be.
The right to limit the use and disclosure of sensitive personal information limits use of the
consumer’s sensitive personal information to that use which is necessary to perform the services or
provide the goods reasonably expected by an average consumer who requests such goods or services.
This is exactly correct. Such information is provided to a company for a specific use, that of performing
services or providing goods, and there is no inherent right to use or disclose the information, whose
use and disclosure can be very harmful to consumers, for any other reason beyond the purpose for
which it was provided. We do not believe that it should be permissible for a business to
“notwithstand” a customers direction to limit the use and disclosure of a customer's sensitive
information. There are perhaps highly limited exceptions for matters of a potential crime or a cogent
threat to the life of another, but even in those cases, we would be wary of an over-broad exception
that goes beyond the existing duty to warn regulations that already exist.

Question 7a Information Provided in Response to a Right to Know Request

Question 7 asks what criteria should accompany a business determination that it is not
possible to provide information about what information a business collected about a customer and
where it was shared or sold beyond a 12 month look back period. The criteria should be that the
business is not possession of the information because it does not have access to the records of
collection or the actual information due to retention periods and has purged or deleted the
information or because the saved businesses records of shares or sales of customer information do
not go back as far as the customer has requested. We're not sure what other criteria would be
appropriate. If the business has the records, then there is no statute or legislation that would justify
refusing to provide that information to the affected consumer if they ask for it. It is possible that a
look-back period could have a rule-making insertion of a basement limitation, but we're not sure what
purpose that would serve. Either the records exist or they do not. Public records law, a similar kind of
transparency regulation, uses the standard of existence and we're not sure why private sector use of
personal information would not be subject to the same standards. If it is a disproportionate burden on
businesses, then that would incentivize limited data retention policies that are more restricted than
“forever”, which we think serves privacy interests and the intentions of CCPA/CPRA.

Question 8 a-j  Definitions

Question 8 asks for proposed modifications to various definition language within CPRA/CCPA.
We shall address a few of these. In the definition of sensitive information, the CPRA changed the
definition of biometric information from that information that “can be used” to establish individual
identity to information that is “used or intended to be used” to establish individual identity. We find
that distinction unhelpful, at best, and suggest that it be addressed in rule-making. Biometric
information is information that can be used to establish individual identity is exactly as sensitive
regardless of whether that is the intention of the collection or not. It does not lose its capacity for
privacy harm if collected for another intention, nor does the intent necessarily determine all the
eventual uses.



Similarly, the change in CPRA of the definition of de-identified information from: “information
that cannot reasonably identify, relate to, describe, be capable of being associated with, or be linked,
directly or indirectly, to a particular consumer....” to ““information that cannot reasonably be used
to infer information about or otherwise be linked to, a particular consumer” is also unhelpful and
substitutes a clear definition for one that is significantly less clear. Reasonable inferring is a cloudy
term and lacks the definitional clarity of information that cannot be linked to a particular individual. If
information can be linked to an individual, than the information by definition is not de-identified and
arguments about what can and cannot be reasonably inferred about an individual are likely to never
end. At a minimum, the agency should strive to define “reasonably inferred” and the day light that
exists between the inability to connect personal information to a specific individual and the ability to
do so that prevents reasonable inferences about that individuals.

We have on-going concerns about the “law enforcement agency approved investigation”
clause, as we have observed in extensive work with law enforcement that the word “investigation” can
and often is stretched extremely broadly. An investigation should be demarcated with a specific case
number, and to the extent the information is highly sensitive, a warrant, court order or subpoena
should be encouraged, if not required. (We realize that may be beyond the jurisdiction of the CPPA,
but even if procedures cannot be mandated, they can be encouraged).

The definition of dark patterns in CPRA is broad and probably requires further clarification by
the Agency, but it is such a large topic that it somewhat exceeds the range of these comments. We
suggest that the Agency go through a full rule-making on the phenomenon of dark patterns to more
clearly gauge exactly what processes have the substantial effect of subverting or impairing user
autonomy and choice. We will add that the universal adoption of global privacy controls would play a
significant role in reining in the use of dark patterns by reducing the amount of case-by-case and site-
by-site opt-outs which greatly enable the use of dark patterns.

Question 9 Additional Comments
Question 9 asks for additional comments. We have two.

Firstly, we hope that the Agency will address problems or ambiguities in the exemption of
publicly available information contained in CPRA. We are concerned with the nature of a business'
“reasonable belief” that information is lawfully available, especially as this relates to the data broker
industry and other aggregators of consumer data. We believe this can and will be interpreted to mean
any lack of discrete information that information was obtained illegally and encourage a negligent
disregard for hacked, leaked or information that is casually sold or shared without permission. What
constitutes a business' reasonable belief that information is lawfully available? In other words, is that
proactive knowledge that in fact the information is lawfully available or simply a lack of information
that it is not? We believe it is contingent on the agency to more clearly define the parameters of what
a reasonable belief constitutes within the data aggregation landscape. We also have concerns
regarding the third bullet point which permits the spread of information beyond the disclosure point if
the consumer has not restricted the information to a particular audience. This can place an undue
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burden on consumers if they are not aware whether or how to execute on such a restriction and is a
place where confusing or exploitative dark patterns can be used to undermine the consumer's a ability
to place such restrictions on the spread of their information to audiences that it was not intended for.
In other words, while we understand that consumers place much information into the public sphere, if
the protection offered to them is that they can restrict the information to particular audiences, then it
must be clear to them that they can do so and how to do it, or the protection offered is insufficient.

Secondly, we continue to have concerns about financial incentives for surrendering privacy rights
contained in the CPRA. Section 1798.125, the non-discrimination clauses in CPRA, continues to leave
the door wide open for a two-tiered system that will inevitably over time focus data market places on
low-income consumers who will forego the economic damages of “opting out”. The lukewarm
protections provided by CPRA against this nightmare scenario i.e. that the price and service quality
differentiation be “reasonably related to the value of the customer's data” remain without definition.
And the stark reality is for low-income consumers, it is wildly unrealistic to expect them to be able to
absorb the “value of their data” to every single business they encounter in the course of their lives. It
seems inevitable to us that although that market has not yet become widespread, largely due to rule-
making associated with CCPA and CPRA and the looming prospect of federal data privacy legislation,
that businesses will eventually realize the necessity of financially incentivizing consumers to opt-in if
they wish to maintain troves of data, and that those financial incentives will divide the opt-ins and
opt-outs in accordance with the financial divides in society. It is not clear to us what, if anything, the
CPRA/CCPA protocol will do to prevent this development, which will create constitutional rights that
only some can afford to utilize. We already see this, in a micro example, with the use of grocery and
gas cards, which provide such substantial benefits to consumers, especially those with lower incomes
and less shopping choices, that they are virtually mandatory if you don't want to be bankrupted by the
cost of food. When financial incentives move from the fairly innocuous arenas of gas and grocery
cards and frequent flyer plans to the far more serious areas of insurance, health-adjacent data banks,
and economic indicators, then we face a significant problem. At a minimum, the Agency should take
assertive action to define the term “reasonably related to the value of the data of the business”. At a
maximum, the Agency should strongly consider further limits on the ability of businesses to bribe
consumers not to opt out by exerting financial consequences if they choose to do so. The ability of all
consumers, regardless of their financial position, to make an uncoerced choice based on their
concerns about their personal privacy, depends on it.
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COMMENTS OF THE ELECTRONIC PRIVACY INFORMATION CENTER, CONSUMER
ACTION, THE CONSUMER FEDERATION OF AMERICA, AND NEW AMERICA’S OPEN
TECHNOLOGY INSTITUTE
to the
CALIFORNIA PRIVACY PROTECTION AGENCY
On Proposed Rulemaking Under the California Privacy Rights Act of 2020
(Proceeding No. 01-21)

November 8, 2021

The Electronic Privacy Information Center, Consumer Action, the Consumer Federation of
America, and New America’s Open Technology Institute submit these comments in response to the
California Privacy Protection Agency (CPPA)’s September 2021 invitation for public input
concerning the agency’s development of regulations under the California Privacy Rights Act of 2020
(CPRA) and the California Consumer Protection Act of 2018 (CCPA). We support the efforts of the
CPPA to establish robust data privacy protections for Californians. As the agency formulates
regulations under the CPRA and CCPA, we urge you to continue “protect[ing]| consumers’ rights”
and “strengthening consumer privacy” at every opportunity, consistent with the expressed will of
California voters.! In particular, we urge you to impose rigorous risk assessment obligations on
businesses whose data processing activities could reasonably harm individuals’ privacy or security;
to maximize the transparency of automated decisionmaking systems and minimize the burdens on
individuals who wish to opt out of such systems; and to prevent any exceptions to user-directed

limits on the use and disclosure of sensitive personal information from swallowing the rule.

! California Privacy Rights Act of 2020 §§ 3, 3(C)(1).



I. Our organizations

The Electronic Privacy Information Center (EPIC) is a public interest research center
established in 1994 to focus public attention on emerging privacy and civil liberties issues. EPIC has
long supported the establishment of a comprehensive federal privacy law while arguing that federal
law should not preempt stronger state laws. EPIC has previously provided comments on the CCPA?
and published a detailed analysis of the CPRA before its approval by California voters.?

Consumer Action® has been a champion of underrepresented consumers since 1971. A
national, nonprofit 501(c)(3) organization, Consumer Action focuses on financial education that
empowers low to moderate income and limited-English-speaking consumers to financially prosper.
It also advocates for consumers in the media and before lawmakers and regulators to advance
consumer rights and promote industry-wide change particularly in the fields of consumer protection,
credit, banking, housing, privacy, insurance and utilities.

The Consumer Federation of America (CFA) is an association of non-profit consumer
organizations that was established in 1968 to advance the consumer interest through research,
advocacy, and education.

The Open Technology Institute (OTT) works at the intersection of technology and policy to
ensure that every community has equitable access to digital technology and its benefits. We promote
universal access to communications technologies that are both open and secure, using a
multidisciplinary approach that brings together advocates, researchers, organizers, and

innovators. OTI sits within New America, a think tank based in Washington, DC.

2 Comments of EPIC to Cal. Office of the Att’y Gen. (Feb. 25, 2020), https://epic.org/wp-
content/uploads/apa/comments/EPIC-CCPA-Feb2020.pdf; Comments of EPIC to Cal. Office of the Att’y
Gen. (Dec. 6, 2019), https://epic.org/wp-content/uploads/apa/comments/EPIC-CCPA-Dec2019.pdf.

* BPIC, California’s Proposition 24 (2020), https://epic.org/californias-proposition-24/.

* https://www.consumer-action.org/.
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II. The agency should adopt an expansive definition of ‘significant risk’ and impose robust
risk assessment obligations on covered businesses.

We urge the CPPA to adopt regulations that will (1) ensure a wide range of hazardous data
practices meet the CPRA’s “significant risk” standard; and (2) require businesses engaged in those
hazardous data practices to conduct and publish meaningful and timely privacy risk assessments.

a. The meaning of ‘significant risk’

Establishing a strong and effective definition of the term “significant risk” in the CPRA is
vital.> Under section 1798.185(a)(15), the agency must issue regulations requiring “businesses
whose processing of consumers’ personal information presents significant risk to consumers’
privacy or security” to conduct regular cybersecurity audits and risk assessments.® The CPRA does
not define “significant risk,”” but the agency should interpret this term broadly to maximize the
privacy protection afforded to California residents and to ensure that businesses routinely evaluate
the hazards of processing and storing personal information. A “significant risk” must be understood
to mean a material or nontrivial risk rather than an exceptional or unusual one. Establishing too high
a threshold for audits and risk assessments would unduly limit the businesses from which a careful
analysis of privacy and cybersecurity risks is required and undermine the express data protection
purposes of the CPRA.

Not only is a broad reading of “significant risk” consistent with the aims of the CPRA; it also
aligns with the meaning of the term in a related provision of the Civil Code conceming personal
data. Section 1798.81.6 imposes various obligations on credit reporting agencies whose computer

systems are “subject to a security vulnerability that poses a significant risk . . . to the security of

> Civ. Code § 1798.185(a)(15).

® Id. (emphasis added).

7 However, it identifies “the size and complexity of the business and the nature and scope of processing
activities” as factors to consider in the context of cybersecurity audits. Civ. Code § 1798.185(a)(15)(A).
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computerized data that contains personal information[.]”® The term “significant risk” is defined in

the same section as a risk that “could reasonably result in a breach of the security of the system . . .

9 Carrying this definition forward to the CPRA, the agency should

of personal information]. |
construe the phrase “presents significant risk to consumers’ privacy or security” as referring to data
processing that could reasonably result in harm to consumers’ privacy or security, not merely
processing that is likely or certain to cause such harm. This also follows from the categories of
information that the CPRA requires businesses to include in a risk assessment. Such assessments
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must specify “whether [their| processing involves sensitive personal information,”” which indicates

that risk assessments are required even when a business does not process special categories of
personal data that qualify as “sensitive.”!!

Although it is impossible to develop an exhaustive compilation of data processing activities
that “present| ] significant risk to consumers’ privacy or security”—and therefore trigger a business’s
cybersecurity and risk assessment obligations—there are some forms of processing that definitively
fit this description.'? Senator Kirsten Gillibrand’s Data Protection Act!? offers a particularly useful
compilation of hazardous data processing activities (defined there as “high-risk data practice[s]”),'*
many of which align with the CPRA’s enumerated categories of sensitive personal information:

a. |[T]he use of an automated decision system;

b. the processing of data in a manner that involves an individual’s protected class,
familial status, lawful source of income, financial status such as the individual’s
income or assets), veteran status, criminal convictions or arrests, citizenship, past,
present, or future physical or mental health or condition, psychological states, or

any other factor used as a proxy for identifying any of these characteristics;
c. asystematic processing of publicly accessible data on a large scale;

8 Civ. Code § 1798.81.6(a) (emphasis added).

® Civ. Code § 1798.81.6(c) (emphasis added).

19 Civ. Code § 1798.185(a)(15)(A) (emphasis added).

"' Civ. Code § 1798.140(ae).

12 Civ. Code § 1798.185(a)(15).

13'S. 2134, 117th Cong. (2021), https://www.congress.gov/bill/117th-congress/senate-bill/2134/text.
' Civ. Code § 1798.140(ae).
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d. processing involving the use of new technologies, or combinations of
technologies, that causes or materially contributes to privacy harm;

e. decisions about an individual’s access to a product, service, opportunity, or benefit
which is based to any extent on automated decision system processing;

f. any profiling of individuals on a large scale;

g. any processing of biometric information for the purpose of uniquely identifying
an individual, with the exception of one-to-one biometric authentication;

h. combining, comparing, or matching personal data obtained from multiple sources;

1. processing which involves an individual’s precise geolocation;

j. the processing of personal data of children and teens under 17 or other vulnerable

individuals such as the elderly, people with disabilities, and other groups known
to be susceptible for exploitation for marketing purposes, profiling, or automated
processing; or
k. consumer scoring or other business practices that pertain to the eligibility of an
individual, and related terms, rights, benefits, and privileges, for employment
(including hiring, firing, promotion, demotion, and compensation), credit,
insurance, housing, education, professional certification, or the provision of health
care and related services.!®
As the agency develops regulations construing section 1798.185(a)(15), we urge you to include these
forms of data processing in a non-exhaustive list of activities that “present[] significant risk to
consumers’ privacy or security[.]”'°
b. The scope of risk assessments
As Professor Gary T. Marx writes, the object of a privacy risk assessment is to “anticipate] ]
problems, seeking to prevent, rather than to put out fires.”!” We urge the agency to implement the
risk assessment provisions of the CPRA with this purpose in mind.
Under section 1798.185(a)(15)(A), when a business is engaged in “activities that “present|]
significant risk to consumers’ privacy or security,” it must submit “on a regular basis a risk
assessment with respect to [its] processing of personal information[.]” The CPRA specifies two

categories of information that the assessment must contain: (1) “whether the processing involves

sensitive personal information,” and (2) an analysis “identifying and weighing the benefits resulting

B Id
' Civ. Code § 1798.185(a)(15).
"7 Privacy Impact Assessment at v (David Wright & Paul de Hert, eds., 2012).
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from the processing to the business, the consumer, other stakeholders, and the public, against the
potential risks to the rights of the consumer associated with that processing[.]”!® The goal of a risk
assessment is to “restrict[| or prohibit[] the processing if the risks to privacy of the consumer

outweigh the benefits resulting from processing to the consumer, the business, other stakeholders,

and the public.”?

First, although the categories of information set out by section 1798.185(a)(15)(A) are both
essential, a risk assessment (also known as a privacy impact assessment or data protection impact
assessment) must go further.?’ The E-Government Act of 2002 offers a useful starting point for
setting the parameters of a risk assessment. Before initiating a new collection of personal
information or procuring information technology that will process personal information, a federal
agency must conduct, review, and publish a privacy impact assessment that explains:

D what information is to be collected;

(IT)y  why the information is being collected;

(IIl)  the intended use of the agency of the information;

(IV)  with whom the information will be shared;

(V)  what notice or opportunities for consent would be provided to individuals
regarding what information is collected and how that information is shared;
[and]

(VI)  how the information will be secured[.]?!

The Office of Management and Budget (OMB) adds that privacy impact assessments under
the E-Government Act:

1. should address privacy in the documentation related to systems development,
including, as warranted and appropriate, statement of need, functional requirements
analysis, alternatives analysis, feasibility analysis, benefits/cost analysis, and,
especially, initial risk assessment;

2. should address the impact the system will have on an individual’s privacy,
specifically identifying and evaluating potential threats relating to each of the

'8 Civ. Code § 1798.185(a)(15)(A) (emphasis added).
¥ Civ. Code § 1798.185(a)(15)(A).
20 See EPIC, Privacy Impact Assessments (2021), https://epic.org/issues/open-government/privacy-impact-

assessments/.
2 E-Government Act, Pub. L. No. 107-347, § 208(b)(2)(B)(ii), 116 Stat. 2899, 2901 (Dec. 17, 2002).
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elements identified in section IL.C.1.a.(1)-(vil) [of the OMB Guidance], to the extent
these elements are known at the initial stages of development;

3. may need to be updated before deploying the system to consider elements not
identified at the concept stage (e.g., retention or disposal of information), to reflect
a new information collection, or to address choices made in designing the system
or information collection as a result of the analysis.*

The OMB also requires privacy impact assessments concerning “major information systems”
to “reflect more extensive analyses of”:

the consequences of collection and flow of information,

the alternatives to collection and handling as designed,

the appropriate measures to mitigate risks identified for each alternative and,
the rationale for the final design choice or business process.”

BN

And Article 35 of the European Union’s General Data Protection Regulation (GDPR), which
requires data protection impact assessments for all high-risk data processing activities, specifies that
an assessment must include:

a. a systematic description of the envisaged processing operations and the purposes
of the processing, including, where applicable, the legitimate interest pursued by
the controller;

b. an assessment of the necessity and proportionality of the processing operations in
relation to the purposes;

c. an assessment of the risks to the rights and freedoms of data subjects . . . ; and

d. the measures envisaged to address the risks, including safeguards, security
measures and mechanisms to ensure the protection of personal data and to
demonstrate compliance with this Regulation taking into account the rights and
legitimate interests of data subjects and other persons concerned.**

At a minimum, we recommend that the risk assessments required of businesses under the CPRA
include the categories of information set out in the E-Government Act and the GDPR.

Second, in assessing the “risks to the rights of the consumer associated with . . . processing,’

businesses should be required to evaluate the full range of privacy harms and civil rights violations

22 OMB, OMB Circular A-130: Managing Information as a Strategic Resource (2016), app. II at 10
[hereinafter OMB Circular|.

# Id. at 34.

2% Commission Regulation (EU) 2016/679, art. 35,2016 O.J. (L 119).
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that may result from processing and disclosure of personal data.” Too often, risk assessments focus
on the narrow question of whether personal data collected by the institution is secure from breaches.
Although this is an essential element of data protection—one built into the CPRA’s requirement for
annual cybersecurity audits—it is only the beginning of a more fulsome analysis that institutions
must undertake when processing personal data. Businesses must consider not only the harms of
unintended or unauthorized uses of data, but also the harms of intended uses of the data, including
screening, scoring, and other forms of algorithmic decisionmaking.?® Businesses must also account
for the full range of harms that can result from the processing and misuse of personal information.
Professors Danielle Keats Citron and Daniel Solove have recently mapped out this spectrum, which
includes numerous physical, economic, reputational, psychological, autonomy, discrimination, and
relationship harms.”” And businesses must take special account of the uneven impact of data
processing, which disproportionately harms people of color, low-income individuals, and other
marginalized populations.*®

Third, ensuring the right timing and frequency of risk assessments is critical. As the CPRA’s
requirement of “regular” privacy risk assessments reflects,? an assessment cannot be treated as a
static, one-off undertaking. Rather, “it is a process which should begin at the earliest possible stages,

when there are still opportunities to influence the outcome of a project. It is a process that should

% Civ. Code § 1798.185(a)(15)(A).

%% See BPIC, Screening and Scoring (2021), https://epic.org/issues/ai/screening-scoring/.

" Daniel J. Solove & Danielle Keats Citron, Privacy Harms, GW Law Faculty Publications & Other Works
(2021), https://scholarship.law.gwu.edu/cgi/viewcontent.cgi?article=2790&context=faculty publications.

8 See, e.g., Fed. Trade Comm’n, Serving Communities of Color: A Staff Report on the Federal Trade
Commission’s Efforts to Address Fraud and Consumer Issues Affecting Communities of Color at 40 (Oct.
2021), https://www.ftc.gov/system/files/documents/reports/serving-communities-color-staff-report-federal-
trade-commissions-efforts-address-fraud-consumer/ftc-communities-color-report oct 2021-508-v2.pdf.

¥ Civ. Code § 1798.185(a)(15)(A).
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continue until and even after the project has been deployed.”** Or, as the OMB warns federal
agencies, a risk assessment
is not a time-restricted activity that is limited to a particular milestone or stage of the
information system or [personally identifiable information] life cycles. Rather, the
privacy analysis shall continue throughout the information system and PII life cycles.
Accordingly, a PIA shall be considered a living document that agencies are required to
update whenever changes to the information technology, changes to the agency’s
practices, or other factors alter the privacy risks associated with the use of such
information technology.”?!
We urge the agency to require the completion of a risk assessment as soon as a business takes
material steps toward data processing that will “present|] significant risk to consumers’ privacy or
security” so that the risks to individuals can be prevented or mitigated before any processing begins.
Allowing risk assessments to be postponed until the last minute (or even until after data processing
has begun) would turn the assessments into a simple box-checking exercise and facilitate the
whitewashing of harmful data practices.’?> We also urge the agency to require covered businesses to
review, update, and resubmit privacy risk assessments (1) well in advance of any change to a
business’s data processing activities that might alter the resulting risks to individuals’ privacy, and
(2) in any event, no less than once per six month period.
Finally, it is important that both the CPPA and the business submitting a risk assessment

publish the full results of the assessment promptly, conspicuously, and by means that are readily

accessible to interested members of the public. In addition to forcing an institution to evaluate and

*® Privacy Impact Assessment, supra note 17, at 5-6.

> OMB Circular, supra note 22, app. 11 at 10.

32 See, e.g., EPIC, EPIC v. U.S. Postal Service (2021), https://epic.org/documents/epic-v-u-s-postal-service/
(detailing the U.S. Postal Service’s failure to complete a privacy impact assessment before deploying facial
recognition and social media surveillance tools); EPIC, EPIC v. Commerce (2020),
https://epic.org/documents/epic-v-commerce-census-privacy/ (detailing the Census Bureau’s failure to
complete a privacy impact assessment before attempting to add the citizenship question to the 2020 Census);
EPIC, EPIC v. Presidential Election Commission (2019), https://epic.org/documents/epic-v-presidential-
election-commission/ (detailing the failure of the Presidential Advisory Commission on Election Integrity to
complete a privacy impact assessment before initiating a nationwide collection of state voter data).
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mitigate the harms of data processing, a risk assessment “also serves to inform the public of a data
collection or system that poses a threat to privacy.”* Although the CPRA already requires the
agency to “provide a public report summarizing the risk assessments filed with the agency,”* we
believe the underlying assessments should be presumptively public, subject only to the narrow
redactions necessary to protect data security and trade secrets. This added degree of transparency
will significantly enhance the data protection benefits of the CPRA without imposing significant
additional burdens on the businesses that are already required to produce risk assessments.

III. The agency should embrace a broad definition of automated decisionmaking
technology, maximize the disclosure of information about such systems, and minimize
the burden on individuals to opt out.

We urge the CPPA to adopt regulations that will (1) include broad, rights-enhancing
definitions of “automated decisionmaking technology” and “profiling”; (2) ensure easy access to
information about the use and logic of automated decisionmaking systems; and (3) make it as easy as
possible for individuals to opt out of such systems.

a. The meaning of ‘automated decisionmaking technology’ and ‘profiling’

The agency should construe the terms “automated decisionmaking technology” and
“profiling” broadly given the range of systems that can cause algorithmic harm. In defining
automated decisionmaking technology, the agency should clarify that this term not only includes
systems that make decisions unilaterally, but also systems that provide recommendations, support a
decision, or contextualize information. We particularly recommend Rashida Richardson’s definition

of automated decision systems, which encompasses “any tool, software, system, process, function,

33 EPIC, supra note 20.
3* Civ. Code § 1798.199.40(d)

Comments to the CPPA November &, 2021
In re CPRA Regulations 10



program, method, model, and/or formula designed with or using computation to automated, analyze,
aid, augment, and/or replace [] decisions, judgments, and/or policy implementation.”’

One of the most dangerous functions of automated decisionmaking is profiling. Profiling
includes any form of automated processing of personal information used “to evaluate certain
personal aspects relating to a natural person, and in particular to analyze or predict aspects
concerning that natural person's performance at work, economic situation, health, personal
preferences, interests, reliability, behavior, location or movements.”*® In applying this definition, the
agency must be sensitive to the increasing prevalence of profiling and the special impacts of this
practice in hiring, criminal justice, credit, and the provision of public benefits.

The following is a non-exhaustive list of systems and tools that qualify as automated
decisionmaking technology in commercial settings, many of which also constitute profiling:

e Analysis of voice or facial expressions during a job interview for traits like

emotional intelligence,” and “cognitive ability”;*’

3 &e

“dependability,
e Mortality risk predictions that inform COVID-19 care, kidney transplants, and other
health care determinations;>®

e Education services that monitor the internet activity of K-12 students;*”

3% Rashida Richardson, Defining and Demystifying Automated Decision Systems, 81 Md. L. Rev. 19
(forthcoming 2022), https://papers.sstn.com/sol3/papers.cfm?abstract id=3811708.

3¢ Civ. Code § 1798.3.85(a)(16).

3" Alex Engler, Auditing Employment Algorithms for Discrimination, Brookings Inst. (Mar. 12, 2021),
https://www .brookings.edu/research/auditing-employment-algorithms-for-discrimination/.

3% Mohammed Pourhomayoun & Mahdi Shakbi, Predicting Mortality Risk In Patients With COVID-19 Using
Machine Learning To Help Medical Decision-Making, 20 Smart Health 100178 (2021).

3% Benjamin Herold, Schools Are Deploying Massive Digital Surveillance Systems. The Results Are Alarming.,
Educ. Week (May 30, 2019), https://www.edweek.org/leadership/schools-are-deploying-massive-digital-
surveillance-systems-the-results-are-alarming/2019/05; Mark Keierleber, "Don 't Get Gaggled’: Minneapolis
School District Spends Big On Student Surveillance Tool, Raising Ire Afier Terminating Its Police Contract,
The74 (Oct. 18, 2020), https://www.the74million.org/article/dont-get-gaggled-minneapolis-school-district-
spends-big-on-student-surveillance-tool-raising-ire-after-terminating-its-police-contract/.
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e Exam proctoring tools using facial recognition and automated processing to identify
potential instances of cheating;*

e The calculation of credit scores based on thousands of opaque data sources;*!

e Recommendation algorithms on services like YouTube and Facebook;*?

e “Fit scores,” which yield a simplistic analysis a person’s diet, exercise, and habits that

may be computed by or delivered to insurance companies; and*

Systems that purport to detect moods and emotions.**

Some of the most dangerous applications of profiling are facilitated by private companies but
used in government settings such as law enforcement and the provision of public benefits. These
include:

e Predictions of where a crime might occur next or the likelihood that an individual may

commit a crime, which inform police resource allocation;*’

e “Gang databases” that collect and combine sensitive information, subjective inputs, and

social media information to categorize individuals as potentially gang-affiliated;*®

*0 Privacy Center, Respondus (2021) https://web.respondus.com/privacy/privacy-additional-monitor/.

! See Aaron Klein, Reducing Bias In AI-BASED Financial Services, Brookings Inst. (July 10, 2020),
https://www .brookings.edu/research/reducing-bias-in-ai-based-financial-services/; Kevin Peachey, Sexist And
Biased? How Credit Firms Make Decisions, BBC (Nov. 18, 2019), https://www.bbc.com/news/business-
50432634.

*2 Debashis Das, Laxman Sahoo & Sujoy Datta, 4 Survey Recommendation System, 160 Int’1 J. Comput.
Applications 0975-8887 (2017).

* See generally Stewart Rogers, Data science, machine learning, and Al in fitness — now and next, Neoteric
(Aug. 19, 2021), https://neoteric.ew/blog/data-science-machine-learning-and-ai-in-fitness-now-next/.

* Alexa Hagerty & Alexandra Albert, A7 Is Increasingly Being Used To Identify Emotions—Here’s What’s At
Stake, The Conversation (Apr. 15, 2021), https://theconversation.com/ai-is-increasingly-being-used-to-
identify-emotions-heres-whats-at-stake-158809.

3 See Caroline Haskins, Academics Confirm Major Predictive Policing Algorithm Is Fundamentally Flawed,
Vice (Feb. 14, 2019), https://www.vice.com/en/article/xwbagd/academics-confirm-major-predictive-policing-
algorithm-is-fundamentally-flawed.

# See Rashida Richardson & Amba Kak, It’s Time For A Reckoning About This Foundation Piece Of Police
Technology, Slate (Sept. 11, 2020), https://slate.com/technology/2020/09/its-time-for-a-reckoning-about-
criminal-intelligence-databases.html.
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e Fraud detection and prevention services, which monitor activities of benefit recipients
and score the likelihood that they are committing unemployment or other type of benefit
fraud;*’
e The use of facial recognition systems to confirm public benefit eligibility; and*®
e The application of connected prescription drug monitoring programs.*
We encourage the CPPA to incorporate these examples when construing the terms
“automated decisionmaking technology” and “profiling.”

b. Consumer access to information about automated decisionmaking systems

The CPRA instructs the agency to create regulations that will govern how access and opt-out
rights operate. To operationalize these rights, we urge the agency to focus on ensuring access to
“meaningful information about the logic involved in . . . decision-making processes,” as the CPRA
requires.>°

There are two primary barriers to meaningful access to information about automated

decisionmaking and profiling: (1) a lack of awareness that a system is being used at all, and (2) a
lack of detail about the system sufficient to allow an individual to opt out. Accordingly, the agency
must ensure that the use of automated decisionmaking tools is conspicuously disclosed and that
accurate information about those systems is made available to individuals in a timely and user-

friendly fashion.

*7 See Ashesh Anad, How Is AI Used In Fraud Detection?, Analytic Steps (Sept. 21, 2021),
https://www.analyticssteps.com/blogs’/how-ai-used-fraud-detection.

*8 Mia Sato, The Pandemic Is Testing The Limits of Facial Recognition, MIT Tech. Rev. (Sept. 28, 2021),
https://www.technologyreview.com/2021/09/28/1036279/pandemic-unemployment-government-face-
recognition/.

* See generally Daniel B. Neill & William Herlands, Machine Learning For Drug Overdose Surveillance, 36
J. Tech in Hum. Servs. 8-14 (2018).

>0 Civ. Code § 1798.185(a)(16).
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The CPPA must decide (1) what information must be made available to provide meaningful
access and provide individuals with a real opportunity to opt out; (2) the process of how companies
should report this information and ensure its availability to consumers; (3) whether the developer of
a system and/or the user of that system should be responsible for disclosure; (4) how the consumer
should be given access to this information; and (5) methods for enforcement and consequences for
insufficient or misleading information. We urge the agency to mandate, at minimum, that a business
disclose the purpose of an automated decisionmaking system; how the system is being used; the
factors the system relies on; a plain-language explanation of the logic of the system;>! the sources
and life cycle of the data processed by the system, including any brokers or other third-party sources;
and how the system has been evaluated for accuracy and fairness, including links to any audits,
validation studies, or impact assessments.

In a growing number of countries, automated decisionmaking systems are required to
undergo algorithmic impact assessments. In Canada, for example, businesses input information
about automated decisionmaking systems into a standardized survey, which allows for the evaluation
of system based on design attributes, the sensitivity of data processed, and the system’s connection
to areas requiring additional considerations and protections.*? This type of form is something the
CPPA could use to collect and ensure uniform reporting of key information about automated
decisionmaking systems. The Canadian assessment asks each business to evaluate the stakes of the
decisions that a system makes, the vulnerability of subjects, and whether the system is a predictive
tool.>® The tool also allows for multiple answer options and detailed explanations of responses. In

some cases, the Canadian tool requires a business to identify the downstream processes of a system.

*! For example, in a predictive profiling system or automated decisionmaking system, the explanation should
include data sources and how particular inputs affect determinations (e.g., if a criminal arrest in the last three
years increases a “risk” classification by two points).

°2 Canada Digit. Servs., Algorithmic Impact Assessment (2021) https://open.canada.ca/aia-eia-js/?lang=en.

P Id.
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This includes asking (1) whether the system will only be used to assist a decision-maker; (2) whether
the system will be making a decision that would otherwise be made by a human; (3) whether the
system will be replacing human judgment; (4) whether the system will be used by the same entity
that developed it; and (5) for details about the system’s economic and environmental impacts.>* The
CPPA should consider requiring similar reporting from businesses that deploy or sell automated
decisionmaking systems.

Finally, meaningful access requires actual notice that automated decisionmaking is being
used and easy retrieval of information about the system prior to, during, and after its use. Depending
on the context, this could take the form of icon, banner, pop-up, or other type of conspicuous
waming. We urge the agency to set clear minimum baselines and methods of disclosure in order to
secure meaningful information for California residents about each automated decisionmaking or
profiling system.

¢. The right to opt out of automated decisionmaking systems

The right to opt out of automated decisionmaking systems under the CPRA is
groundbreaking, but that right cannot be fully realized without key disclosures and protections.
Individuals must be given complete information about the use and operation of automated
decisionmaking systems, a user-friendly method to exercise opt-outs, a clear explanation about the
scope of each opt-out they exercise, and confidence that their decisions to opt out will be honored.

The agency should pay special attention to the implementation of opt-outs by companies that
process personal data across multiple platforms or websites. For example, Facebook/Meta Platforms’
operations include Facebook, Instagram, WhatsApp, Oculus, and Facebook Login on third-party

sites. Without strong regulations, a conglomerate like Facebook may make it difficult to opt out of

54 Id
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automated decisionmaking systems across all its platforms (or even to determine how broadly a
given opt-out extends in the first place).>> We urge the agency to establish an easy method of opting
out of automated decisionmaking systems across all of a company’s properties.

For an opt-out mechanism to be effective, it must be simple and accessible. The CCPA
already imposes certain consumer control mechanisms on covered entities, including the requirement
to provide a “do not sell or share my personal information’ link. Companies must also recognize
Global Privacy Control as a valid consumer request to opt out of the sale of an individual’s personal
information.>® Universal “do not track” regimes make opting out more accessible and should be
implemented whenever possible. In order to streamline the CPRA opt-out process and maximize
individual control over personal data, the agency should consider requiring covered entities to
respect a universal opt-out signal for automated decisionmaking systems, as well.

IV. Any exceptions to consumer-directed limits on the use and disclosure of sensitive
personal information should be narrowly drawn.

The agency should construe any exceptions to the CPRA’s consumer-directed limits on use
and disclosure of sensitive personal information narrowly to ensure that Californians’ privacy rights
are fully respected. While rare circumstances may justify nonconsensual disclosure of a resident’s
sensitive personal information, the CPPA must not allow exceptions to swallow the rule. In drafting
its regulations, the agency should avoid the pitfalls of the Privacy Act of 1974 (Privacy Act)’s
“routine-use” exception.’” Any exceptions should be narrow, rare, and enumerated, and the CPPA

should take an active role in enforcing that narrow language.

>3 See Steven Melendez, Ready To Quit Facebook? It’s Harder To Opt-Out Than You Think, Fast Company
(Oct. 6, 2021), https://www.fastcompany.com/90683647/facebook-whistleblower-quitting-data-collection.
*® Cal. Dep’t of Justice, California Consumer Privacy Act (CCPA), https://oag.ca.gov/privacy/ccpa.
*75U.8.C. § 552a.
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The Privacy Act provides a cautionary tale about the danger of vague and ill-enforced
exceptions to data protection laws. The Privacy Act prohibits federal agencies from disclosing
records they maintain “to any person, or to another agency” without the consent of the “individual to
whom the record pertains.””® However, the routine use exception permits an agency to disclose
private data without consent if the agency determines that disclosure is “compatible with the purpose
for which [the information] was collected.””® The agency needs only to publish a proposed routine
use in the Federal Register for that use to become a presumptively valid exception.®

The routine use exception has significantly diminished the Privacy Act’s efficacy, giving
agencies excessive power to define which of their activities are exempt from the statute. Agencies
regularly claim extremely broad routine uses, taking advantage of the “compatibility” standard’s
vagueness. For example, the National Security Agency (NSA) declared that the purpose of its
Operations Records database is to “maintain records” related to the NSA’s mission.®! What use or
disclosure of data would not be compatible with “maintaining records”? Very few: the NSA claims it
may disclose or use private data without consent whenever it is “compatible with” providing or
obtaining intelligence or other information related to national security.®? Similarly, the Department
of Defense proposed creating a database of tens of millions of Americans for recruiting purposes but
claimed as “routine uses” seemingly non-related activities, including providing data to law

enforcement agencies for investigation and national security uses.®® These wide-ranging “routine

8 1d. § 552a(b).

* Id. § 552a(a)(7).

89 Id. § 552a(e)(4) (agencies “publish in the Federal Register . . . each routine use of the records contained in
the system, including the categories of users and the purpose of such use.”).

¢! System of Records, 80 Fed. Reg. 63,749 (Oct. 21, 2015); see also Comments of EPIC to the Nat’l Sec.
Agency, GNSA 18 Operations Records System of Records Notice, Docket ID: DoD-2015-0S-0100 (Nov. 20,
2015), https://www.epic.org/privacy/nsa/EPIC-NSA-SORN-Comments-2015.pdf.

“1d.

% Notice to Add a System of Records, DHRA 04--Joint Advertising and Market Research Recruiting
Database., 70 Fed. Reg. 29,486; see also Comments of EPIC on the DHRA 04 Joint Advertising and
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uses” stretch the definition of “compatible” and have contributed to a gradual erosion of the Privacy
Act’s protections.

Moreover, the federal agency charged with Privacy Act oversight, the OMB, has also failed
to constrain agencies’ overbroad application of the routine use exception.®* The Privacy Act
delegates enforcement powers to the OMB director, but the agency has issued guidance only
sporadically,® has failed to keep up with changes in case law, and has given its blessing to practices
that are arguably inconsistent with the Privacy Act.®®

The CPPA can ensure that any exceptions to the CPRA’s user-directed limits do not swallow
the rule by drawing carve-outs narrowly and carefully policing their use by businesses. For example,
the Electronic Communications Privacy Act (ECPA) has an exception for data uses or disclosures
“necessary incident to the rendition of [the] service.”®” By instituting a more searching review of
stated uses, ECPA’s “necessary” standard has proven more privacy protective than the Privacy Act’s
“compatib[ility]” language.®® The CPPA should also regulate businesses’ reliance on use and
disclosure exceptions more aggressively than OMB has regulated federal agencies’ assertions of the
routine use exception.

If any specific exceptions to consumer-directed use and disclosure limitations are proposed in
response to the CPPA’s current invitation for comments, we would be happy to respond to such

proposals through supplemental comments or at a later stage of the regulatory process.

Marketing Research Recruiting Database to Dep’t of Def. (June 22, 2005),
https://epic.org/privacy/profiling/dodrecruiting.html.

6% See Todd Robert Coles, Comment, Does the Privacy Act of 1974 Protect Your Right to Privacy? An
Examination of the Routine Use Exception, 40 Am. U. L. Rev. 957, 983-98 (1991).

8% See The White House, Privacy (2021), https://www.whitehouse.gov/omb/information-regulatory-
affairs/privacy/ (listing two OMB memoranda on the Privacy Act in the past 20 years).

6 Id. at 984.

718 U.S.C. § 2511(2)(a)(i).

68 Paul Ohm, The Rise and Fall of Invasive ISP Surveillance, 2009 U. Tl L. Rev. 1417, 1482—83 (2009).
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V. Conclusion
We thank the CPPA for the opportunity to comment on the forthcoming CPRA regulations

and look forward to working with the agency in the future to protect the privacy of all Californians.

Respectfully submitted,

Electronic Privacy Information Center
Consumer Action

Consumer Federation of America

New America’s Open Technology Institute
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a potential cybersecurity attack and such information — if disclosed — could expose the business to an
increased risk of attack, this is the appropriate approach.

In the instance that an assessment or audit is provided to or shared with the Agency, the assessment
or audit itself and any proprietary information contained within it or reviewed in conjunction with it must
be treated as confidential information. This includes ensuring that audits are exempt from disclosure to
the public under the Public Records Act.

Automated Decisionmaking

On its own, the term “automated decisionmaking technology” captures a broad range of use cases,
including use cases that do not have significant impacts on consumer privacy. For example, the artificial
intelligence that underpins automated driving systems and other advanced safety systems continuously
make automated decisions about what actions the vehicle will take to safely respond to and navigate the
driving environment. Disabling or reducing the effectiveness of these systems by providing opt-out rights
could have significant and unintended motor vehicle safety implications. For example, if a consumer opts
out of automated decisionmaking that supports a crash avoidance system, that system will no longer be
available to help avoid or mitigate the impact of a crash. Moreover, in the case of this type of complex
machine-learning system, it is rarely possible to provide meaningful information to consumers about the
logic involved in the decisionmaking processes.

As you are aware, CPRA specifically mentions “profiling” as an area of automated decisionmaking
technology to be addressed by regulations. We recommend that the Agency limit the scope of automated
decisionmaking technology covered by the regulations to profiling. If the Agency opts to include
automated decisionmaking technology beyond profiling in the regulation, the Agency should consider
broadening its applicability to only include decisionmaking technology with significant economic or legal
impact for a consumer, such as decisions about housing, lending, educational opportunities, or
employment.

Any requirements to disclose that automated decisionmaking technologies are in use should be
incorporated into the existing disclosure requirements in §1798.110. To the maximum extent possible, the
Agency should avoid requiring separate and disparate disclosures for various aspects of the CPRA.

Finally, we recommend that any right to request access to specific pieces of information related to
automated decisionmaking technologies be limited to personal information. In other words, if the
information is not stored by the business in a way that identifies, relates to, describes, is reasonably capable
of being associated with, or could reasonably be linked, directly or indirectly, with a particular consumer
or household, it should not be subject to an access request. This limitation would be aligned and entirely
consistent with the right to access information in §1798.110 of the CPRA.

Consumers Right to Delete, Right to Correct, and Right to Know

Auto Innovators acknowledges the interest in providing consumers with a right to correct
inaccurate personal information. We continue, however, to have concerns about how this right can be
effectively exercised in some contexts, including with respect to vehicle-generated data. Some of the data
that is collected from vehicles is data generated by vehicle systems and components, including sensors.
An accuracy challenge from a consumer related to this type of vehicle data is likely to create unnecessary
and unresolvable challenges for vehicle or component manufacturers.


https://profi}ing.in

To that end, we suggest that the Agency limit the right to request correction of personal information
that has been provided directly by the consumer to the business in order to receive services. We also
recommend that the Agency allow businesses to deny a consumer’s request to correct personal information
if the consumer fails to provide sufficient information to investigate the accuracy of the challenged
personal information or when the business has reason to believe that the personal information is accurate.
Moreover, we recommend that the Agency clarify that a business is not required to correct information
that it has received from a third party. In these cases, the business should be permitted to refer the consumer
to the third party from which it received the personal information for correction.

The Agency should set out reasonable limitations on the frequency with which a consumer can
request that personal information be corrected. For example, the Agency should allow businesses to deny
a consumer’s request to correct personal information if the consumer has requested that the same
information be corrected multiple times in an abbreviated period of time. At a minimum, a business’s
obligation to correct inaccurate information should be aligned with a business’s disclosure obligations
under §798.130(b).

Consumers’ Right to Opt-Out of the Selling or Sharing of Their Personal Information and to Limit
the Use and Disclosure of their Sensitive Personal Information

Unlike a mobile phone or a social media account, vehicles are often used by individuals other than
the vehicle owner (e.g., a spouse, family member, friend or neighbor, rental car customer, etc.). In almost
all cases, an auto company does not know which consumer is using a particular vehicle at a particular
point in time and would therefore not know when to honor a consumer’s opt-out preference. As it is
unclear how a global opt-out preference signal would work or translate effectively to the vehicle
environment, it is premature for the Agency to require that all businesses accept a global opt-out
preference signal. As CPRA provides other mechanisms by which consumers can effectively exercise
their opt out rights, the Agency can take additional time to consider the broad implications of requiring all
businesses, including those within the auto industry, to accept a global opt-out preference signal.

Information to be Provided in Response to a Consumer Request to Know (Specific Pieces of

Information)

Much of the data that is generated and collected from vehicles is from onboard computer systems
and sensors and relates to the operation and function of the vehicle and its systems. This data is very
technical in nature and is of little use to the average consumer. In addition, this information frequently
contains detailed data elements related to each vehicle system and component over the life of the vehicle.
Since the average life of a vehicle is nearly 12 years, the volume of the data that may be responsive to a
request for specific pieces of information would be vast and likely overwhelming for the consumer. For
this reason, the Agency should deem disclosure of operational data for a device owned or used by a
consumer beyond the 12-month window as involving a disproportionate effort. In addition, the Agency
should consider permitting a business to deny a consumer’s request if the consumer requests the same
information multiple times.

As noted above, in most cases, an auto company does not know which consumer is driving a
particular vehicle at a particular point in time. As a result, an auto company is generally unable to associate
specific vehicle data with a person who was driving the vehicle when that vehicle data was generated.
This poses significant, practical challenges for auto companies with respect to consumer requests for
access to vehicle data and creates the potential for significant harm to consumers. For example, the sharing



of vehicle geolocation data with a consumer who was not using the vehicle at the time the geolocation
data was generated may create privacy or even safety risks (e.g., an abusive individual seeking information
about where his or her spouse has driven a vehicle.) For this reason, we urge the Agency to specifically
confirm that a business is not required to provide access to specific pieces of personal information if it
cannot verify that the personal information being requested relates specifically to that consumer or, in the
case of data generated by a device, that the consumer was the consumer using the device when the
requested personal data was generated.

Consumer privacy remains critically important to our member companies. We appreciate the
opportunity to provide this feedback and input and look forward to continuing to work with the Agency
on this and other privacy-related matters.

Sincerely,

Hilary M. Cain
Vice President
Technology, Innovation, & Mobility Policy
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Sincerely,

/s

Sarah E. Barrows

Senior Dir. Privacy, Product & Policy Counsel at NextRoll, Inc.
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CDIA appreciates the CPPA’s broad invitation to comment at the beginning of the
rulemaking process. As we describe in greater detail below, CDIA members provide identity
verification and fraud prevention services to their customers, and such services involve the
processing of personal information, including sensitive personal information. CDIA strongly
urges the CPPA to ensure that consumer rights related to automated processing, correction,
and notice at collection do not interfere with security and integrity activities, service providers
and contractors are permitted to combine personal information obtained from multiple
sources, and all businesses are permitted to engage in identity verification and fraud detection
activities, including those required by law and collective standard. Finally, CDIA urges the
CPPA to advocate for the repeal of employment and business to business communication
exemption sunsets and issue a policy statement providing for the consistent interpretation of
the CPRA with similar state [aws.

To assist the agency in promulgating clear and effective regulations that allow
businesses to best support customers and consumers, CDIA offers the following comments on
the topics as presented in the Invitation for Preliminary Comments:

I. Automated Decisionmaking
The Invitation for Preliminary Comments states, in part:
2. Automated Decisionmaking

The CPRA provides for regulations governing consumers’ “access and opt-out rights with
respect to businesses’ use of automated decisionmaking technology.” Civil Code, ff

1798.185(a)(16).
Comments on the following topics will assist the Agency in creating these regulations:

a. What activities should be deemed to constitute “automated decisionmaking
technology” and/or “profiling.” Civil Code, [ [ 1798.185(a)(16) and 1798.140(z).

CDIA strongly urges the CPPA to exclude activities to ensure “security and integrity”
from “automated decisionmaking” activities. “Security and integrity,” as the CPRA defines that
term, includes activities related to detecting security incidents, detecting fraud or other illegal
action, and verifying identity.

Civil Code, §f 1798.140(z) defines the term “profiling” as automated processing “to
evaluate certain aspects relating to a natural person, and in particular to analyze or predict
aspects concerning that natural person’s performance at work, economic situation, health,
personal preferences, interests, behavior, location or movements.”
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CDIA members provide a wide range of products and services related to identify
verification and fraud detection. Businesses regularly need to engage in identity verification
and fraud detection efforts, in some circumstances by law or collective standard but otherwise
to reduce risk of harm to the business and to consumers. By preventing fraud and identity
theft on consumers, such efforts further consumer privacy.

“Profiling” under the CPRA refers to particular methods of analyzing personal
information to predict personal aspects, like work performance, financial status, preferences,
and location. Efforts to detect fraud and verify identity are distinct from “profiling” activities
because such efforts attempt to confirm what a consumer told the business in order to reduce
risk, a “business purpose” under the CCPA and CPRA.

If the CPPA were to include “security and integrity” activities in its conception of
automated processing such that consumers would have access and opt out rights, businesses
would be impeded from appropriately engaging in fraud detection and identity theft efforts.
Consumers intending to commit fraud could simply opt out of automated processing, and a
business might not be able to prevent the intended fraud. Fraudsters could also exercise
access requests in order to learn how such business detects fraud, which if shared, could
prevent such business from appropriately detecting fraud not only for the consumer making
such a request, but for consumers generally.

Accordingly, CDIA strongly urges the CPPA to exclude activities relating to “security
and integrity” as defined by the CPRA from “profiling” or automated processing.

Il. Consumer Right to Correct
The Invitation for Preliminary Comments states, in part:
4. Consumers’ Right to Delete, Right to Correct, and Right to Know

The CCPA gives consumers certain rights to manage their personal information held by
businesses, including the right to request deletion of personal information; the right to
know what personal information is being collected; the right to access that personal
information; and the right to know what categories of personal information are being sold
or shared, and to whom. See Civil Code, [[ [ 1798.105, 1798.110, 1798.115, and 1798.130. The
CPRA amended the CCPA to add a new right: the right to request correction of inaccurate
personal information. See Civil Code, [ [ 1798.106 and 1798.130.

The Attorney General has adopted regulations providing rules and procedures to facilitate
the right to know and the right to delete. See Code Regs., tit. 11, [ 999.308((c), 999.312-
313, 999.314(e), 999.318, 999.323-326, and 999.330(c). The CPRA additionally provides for
regulations that establish rules and procedures to facilitate the new right to correct. 2 See
Civil Code, [ 1798.185(a)(7).
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Comments on the following topics will assist the Agency in creating these regulations:

b. How often, and under what circumstances, a consumer may request a
correction to their personal information. See Civil Code, [[ 1798.185(a)(8).

d. When a business should be exempted from the obligation to take action on a
request because responding to the request would be “impossible, or involve a
disproportionate effort” or because the information that is the object of the
request is accurate. Civil Code, [ 1798.185(a)(8)(A).

First, CDIA urges the CPPA to clarify by regulation that a consumer does not have a
right to correct personal information processed by a business for “security and integrity”
activities. The CPRA, at Civil Code, § 1798.106(a), provides that consumers have the right to
request correction of personal information maintained by a business, “taking in account the
nature of the personal information and the purposes of the processing of personal
information.”

Businesses maintain personal information for “security and integrity” activities, either
on their own or by way of a service provider, using such information to detect identity theft or
other fraud instances by verifying personal information received by the business. If consumers
are permitted to modify the personal information that a business uses to compare newly-
received information against, fraudsters may easily be able to bypass checks and commit
identity theft against a consumer or other fraud. Businesses need to be able to maintain
personal information for such security and integrity activities without having to change that
information. The Right to Delete, at Civil Code, § 1798.105(d)(2), includes an exception to
“[h]elp ensure security and integrity,” and the Right to Correct needs an equivalent exception.
CDIA urges the CPPA to clarify that the Right to Correct’s provision for “taking account the
nature of the personal information and the purposes of the processing of the personal
information” includes denying a right to correct personal information maintained for “security
and integrity” purposes.

Second, CDIA urges the CPPA to clarify that a business should be exempted from the
obligation to take action on a request to correct where the personal information cannot be
verified through official documentation. If a request cannot be verified through official
documentation, like it could for a request to update an address or correct the spelling of a
name, then responding to the request would be “impossible” and the business would not be
able to confirm that the “object of the request is accurate.” For example, a consumer should
not have the right to “correct” a business’ customer service notes, which might reflect an
employee’s understanding of a phone conversation between the employee and the consumer.
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An employee might document that the consumer made a particular request and that, as a
result, the business had a particular response to that request. A consumer being able to
change such record would make it impossible for a business to keep accurate records of what
it understood happened in a conversation with a consumer. Accordingly, CDIA urges the
CPPA to clarify that absent the ability to verify the object of the correction request through
official documentation, regardless of whether requesting such documentation is permissible or
whether the business attempted to verify the information, the business should be exempted
from the obligation to take action on the request.

[ll. Consumer Right to Limit the Use of Sensitive Personal Information
The Invitation for Preliminary Comments states, in part:

5. Consumers’ Rights to Opt-Out of the Selling or Sharing of Their Personal Information
and to Limit the Use and Disclosure of their Sensitive Personal Information

The CCPA gives consumers the right to opt out of the sale of their personal information by
covered businesses. See Civil Code, [ 1798.120(a). In 2020, the Attorney General adopted
regulations to implement consumers’ right to opt out of the selling of their personal data
under the CCPA. See Code Regs., tit. 11, [ [ 999.306, 999.315, and 999.316. The CPRA now
provides for additional rulemaking to update the CCPA rules on the right to opt-out of the
sale of personal information, and to create rules to limit the use of sensitive personal
information, and to account for other amendments. See Civil Code, [ 1798.185(a)(4) and

1798.185(a)(19)—(20).
Comments on the following topics will assist the Agency in creating these regulations:

a. What rules and procedures should be established to allow consumers to limit
businesses’ use of their sensitive personal information. See Civil Code,
1798.185(a)(4)(A).

The CPRA, at Civil Code, § 1798.121(a), limits consumers’ right to direct a business that
collects sensitive personal information to limit its use of that information by expressly
permitting businesses to help to ensure “security and integrity” and to perform services on
behalf of the business, including verifying customer information. CDIA urges the CPPA not to
place limitations on these permitted uses when it adopts regulations addressing how
consumers may limit business’ use of their sensitive personal information. In particular, CDIA
urges the CPPA not to limit the CPRA’s express authorization for businesses to engage in
“security and integrity” activities and other business services.

When businesses and their service providers, including CDIA members, engage in
efforts to detect fraud and verify identity, they may use elements of sensitive personal
information, including social security numbers, other identification numbers, or financial
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account numbers, in particular, comparing information provided by the consumer to
information made available for verification and fraud detection efforts. Such efforts are critical
for businesses to be able to prevent loss and protect consumer privacy.

If consumers were able to limit the use of sensitive personal information for “security
and integrity” activities, like fraud detection, or other business services like verifying customer
information, businesses would be less able to prevent identity theft and other fraud, and all
consumers would suffer because of such increased fraud risks and the potential increase in
cost of services resulting from greater losses. CDIA thus urges the CPPA not to limit the
CPRA’s express authorization for businesses to engage in “security and integrity” activities and
other business services.

IV. Business Purposes for which Entities May Combine Personal Information and Use
Personal Information on Own Behalf

The Invitation for Preliminary Comments states, in part:
8. Definitions and Categories

The CCPA and CPRA provide for various regulations to create or update definitions of
important terms and categories of information or activities covered by the statute.

Comment on the following topics will assist the Agency in deciding whether and how to
update or create these definitions and categories:

e. Further defining the business purposes for which businesses, service providers,
and contractors may combine consumers’ personal information that was
obtained from different sources. See Civil Code, [ 1798.185(a)(10).

CDIA strongly urges the CPPA to deem that efforts to security “security and integrity”
as that term is defined by the CPRA are a business purpose for which businesses, service
providers, and contractors are permitted to combine consumers’ personal information
obtained from different sources.

CDIA members provide “security and integrity” services, like fraud detection and
identity verification services, to their business customers and may do choose to do so under
the CPRA’s “service provider” or “contractor” models. In order to provide such services, fraud
detection and identity verification providers often have a need to combine multiple sets of
personal information collected from multiple sources. These vendors provide their services
through various data processing methods, including by comparing inquiry data with data
available elsewhere, by detecting anomalies in provided data, and by otherwise analyzing



November 8, 2021
Page 7

multiple data sets, all with the goal of detecting—and thus preventing—identity theft, fraud,
and other illegal actions on businesses. These efforts reduce business costs and protect
consumers, whether such consumers are business customers or not, and thus further
consumer privacy.

CCPA regulations currently permit service providers to retain, use, and disclose
personal information obtained in the course of detecting data security incidents and
protecting against fraudulent or illegal activity. See Cal. Code Regs. tit. 11, § 999.314(c){(4).
Fraud detection and identity verification service providers need to be able to retain, use, and
disclose personal information to provide their critical services and prevent fraud on businesses
and on consumers. Without the ability to retain, use, and disclose personal information, such
service providers would not be able to offer fraud detection and prevention services because
such services necessarily involve verifying the accuracy of personal information provided to
businesses. The CPPA should retain this express permission for setvice providers to use, retain,
and disclose personal information in connection with security and integrity functions and
expand it to apply to “contractors” under the CPRA.

The CPPA should also expressly include “security and integrity” activities within the
business purposes for which businesses and their service providers and contractors may
combine personal information obtained from multiple services. Service providers offering
fraud detection and prevention services need to be able to combine, and thus compare,
personal information obtained from multiple sources and on behalf of multiple business clients
to be able to accurately verify personal information and prevent fraud. If fraud prevention
services providers are not permitted to combine personal information from multiple sources,
or if consumers are permitted to opt out of such processing, fraud prevention services
providers will be unable to provide their critical services. By permitting service providers to
combine personal information for “security and integrity” activities, businesses will be able to
utilize commercial fraud detection and identity verification products and reduce the risk of
identity theft and other fraud on both businesses and consumers.

V. Establishing Exceptions Necessary to Comply with State or Federal Law

The Invitation for Comments also requests any additional comments in relation to the
CPPA’s initial rulemaking. The CPPA is tasked with updating existing regulations and adopting
new regulations. See, e.g., Civil Code, § 1798.185.

Civil Code, § 1798.185(a)(3) instructs the:

Establishing [of] any exceptions necessary to comply with state or federal law, including,

but not limited to, those relating to trade secrets and intellectual property rights, within
one year of passage of this title and as needed thereafter.
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The goals of the CPRA and CCPA to protect and further consumer privacy emphasize
the importance—and the growing importance—of fraud detection products. Fraud detection
products protect not only businesses against fraud by criminals, but they also protect
consumers from identity fraud. These products work by utilizing a large volume of data, and
removing one consumer’s data from the universe of available data would affect not only that
consumer, but all consumers.

The CPRA authorizes the CPPA to establish exceptions necessary to comply with state
or federal law as needed. Businesses of various sorts and sizes are required to engage in
customer due diligence (CDD), know your customer (KYC), or other identity theft and fraud
check expectations by law, regulation, guidance, or other collective standard. Businesses
engage identity verification and fraud detection providers like CDIA members to comply with
such requirements or expectations. In the context of such varied CDD, KYC, and other fraud
detection requirements and expectations, CDIA strongly urges the CPPA to adopt an express
exception to CCPA and CPRA requirements that provides that the law is not to be interpreted
to prevent or limit a business’ efforts to ensure “security and integrity” as the law defines
those activities. Such a provision would assist in business’ efforts to comply with law and
other standards and would further consumer privacy by permitting businesses to engage in
appropriate efforts, including through the use of commercial fraud detection services, to
combat identity theft, protect consumer personal information, and ensure consumer privacy.

VI. Purpose Limitation Exception for “Security and Integrity” Activities

The Invitation for Comments also requests any additional comments in relation to the
CPPA’s initial rulemaking. The CPPA is authorized to adopt additional regulations as necessary
to further the purposes of the CCPA and CPRA. See, e.g., Civil Code, § 1798.185(b).

CDIA urges the CPPA to clarify that “security and integrity” activities are not purposes
for which businesses are required to disclose to consumers under Civil Code, § 1798.100(a)(1)
and (2), and that not disclosing such “security and integrity” purposes would not prevent a
business from using personal information for such purposes, per Civil Code, § 1798.100(c).

As noted, many CDIA members provide critical fraud protection services. Disclosing
the nature of those services any related data collection may compromise the success of such
efforts where the disclosure would inform fraudsters as to the type of fraud and identity theft
checks engaged in by a particular business. Furthermore, limitations on the ability of fraud
detection providers to use crucial data, including in the absence of disclosure to the consumer,
will also undermine these important services.

CDIA urges the CPPA to clarify that “security and integrity” activities are not purposes
that businesses are required to disclose to consumers under Civil Code, § 1798.100(a)(1) and
(2). Furthermore, CDIA urges the CPPA not to apply the purpose limitation requirements in §
1798.100(c) to data used for “security and integrity.” Rather, data should be made available for
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those purposes regardless of the notice provided at collection in order to maximize available
information to protect against fraud and to avoid providing opportunities for fraudsters to
avoid detection, uses that further consumer privacy.

VIl. Repealing or Delaying the Enforcement of Employment Context and Business to
Business Communications Exemptions Sunsets

The Invitation for Comments also requests any additional comments in relation to the
CPPA’s initial rulemaking. The CPPA is authorized to adopt additional regulations as necessary
to further the purposes of the CCPA and CPRA. See, e.g., Civil Code, § 1798.185(b).

The CPRA sunsets these exemptions on January 1, 2023, and businesses lack clear
guidance as to how to extend rights to consumers with regard to personal information not
processed in the context of providing products or services to those consumers while
navigating other laws, like state employment laws. CDIA urges the CPPA to advocate to the
legislature the repeal of these sunsets, but in the absence of such action, CDIA urges the
CPPA to delay enforcement of the law with regard to personal information processed in these
contexts. In the absence of a repeal of these sunsets or a delay in enforcement, we encourage
the CPPA to carefully consider the extent to which CPRA rules will apply to personal
information currently covered by these exemptions given competing privacy considerations,
particularly the privacy of other employees who may be referenced in employee records.

VIIl. Urging Uniformity with Similar State Laws

The Invitation for Comments also requests any additional comments in relation to the
CPPA’s initial rulemaking. The CPPA is authorized to adopt additional regulations as necessary
to further the purposes of the CCPA and CPRA. See, e.g., Civil Code, § 1798.185(b).

CDIA urges the CPPA to adopt a policy statement by regulation that it will align its
regulatory interpretations with provisions of similar state privacy and data protection laws,
including the Virginia Consumer Data Privacy Act and the Colorado Privacy Act, wherever
possible. The CPRA instructs the CPPA to cooperate with other similar state agencies to
ensure consistent application of privacy protections. See Civil Code, § 1798.199.40(i).
Accordingly, CDIA urges the CPPA to endeavor to interpret the CPRA consistently with the
laws enforced by those other state agencies.

Businesses subject to these laws are facing an increasingly large and complex
landscape of privacy laws relating to consumer data, and consumers across the nation will
benefit from similar protections and rights. Accordingly, it would benefit consumers for the
CPPA to interpret the CPRA consistently with such other laws. For example, CDIA
encourages the CPPA to adopt consistent interpretations to what is considered “personal
information” and “deidentified information,” and CDIA urges consistent approaches to
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Department of Financial Protection and Innovation, the federal Consumer Financial
Protection Bureau (CFPB), and the Federal Deposit Insurance Corporation (FDIC). This
level of oversight includes frequent, routine examinations by regulatory agencies of the
safety and soundness of these organizations and compliance with various laws whether
focused on consumer protection or otherwise.

Moreover, banks’ cybersecurity risk assessments contain highly sensitive information
which needs to be tightly protected; any disclosure, whether inadvertent or intentional,

could expose the bank, its operations, and its customers to undue risk.

Automated Decision-making

Federal banking regulators are currently contemplating the use of automated decision-
making and whether additional rules are necessary governing the technology. More
specifically, on March 31, 2021, the Board of Governors of the Federal Reserve System,
CFPB, FDIC, National Credit Union Administration, and OCC published notice in the
Federal Register for the purpose of:

“...gathering information and comments on financial institutions' use of artificial
intelligence (Al), including machine learning (ML). The purpose of this request for
information (RFI) is to understand respondents' views on the use of Al by financial
institutions in their provision of services to customers and for other business or
operational purposes; appropriate governance, risk management, and controls
over Al; and any challenges in developing, adopting, and managing Al. The RFl also
solicits respondents' views on the use of Al in financial services to assist in
determining whether any clarifications from the agencies would be helpful for
financial institutions' use of Al in a safe and sound manner and in compliance with
applicable laws and regulations, including those related to consumer protection.”

Accordingly, the Agency should refrain from applying automated decision-making
regulations to banks until federal regulators take action or should ensure that the
Agency’s regulations do not conflict with federal requirements.

The definition of automated decision-making needs to be better developed. If a precise
definition is not promulgated, it could produce unintended litigation results, where over-
inclusive claims are brought. The regulations should distinguish between decision-
making technology which is 100 percent automated versus partially automated with
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some human intervention and a potential manual/override process, which should be
outside the defined coverage. Further, if personal information is not processed through
the automated decision-making technology, it should be treated as out of scope for
purposes of the CPRA.

Right to Correct

The CPRA requires regulations that establish rules and procedures to facilitate a
consumer’s right to correct inaccurate personal information. When drafting regulations,
the Agency should consider permitting businesses to utilize existing protocols that allow
consumers to correct personal information and should accordingly provide flexibility for
businesses to direct consumers to established channels and processes utilizing existing
protocols. Requiring businesses to create new CPRA-specific channels for submitting
and/or receiving personal information correction requests would create operational
complexity with no added value to the consumer.

For regulated financial institutions, the potential for fraud risk is a critical concern. Given
the extensive customer and employee/user authentication and identity theft prevention
requirements to which financial institutions are already subject, and in light of the
significant risk of fraud, financial institutions should be allowed to require all customers,
prospective customers, employees, and third parties to use existing channels subject to
established security and authentication protocols for any personal information
correction requests.

The Agency should also distinguish between personal information that is active and in
use, which could be subject to the right to correct, versus personal information that is
archived for recordkeeping purposes and is not in use (i.e., historical, inactive, or point-
in-time records), which would be outside the right to correct.

The right to correct provisions need clarification on the 45/90-day response/completion
of correction timelines. Please clarify if the clock commences when the business “verifies
the identity of the requester” versus when the business verifies “that the correction
request is valid” (such as when evidence of a name change through a new driver’s license
is provided).
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Right to Limit the Use and Disclosure of Sensitive Personal Information

We request that the Agency provide greater clarity to what is meant by “inferring
characteristics of a consumer.” As a general matter, sensitive personal information
should be collected and used on a need-to-know basis for legitimate purposes. The
proposed regulations should take into consideration existing laws that require the
collection of sensitive personal information and the unintended consequences to
consumers if the use of such sensitive personal information is limited.

Specific Pieces of Information

With respect to a business’' requirement to disclose specific pieces of information, the
regulations should take into consideration the challenge associated with a business
accessing and retrieving archived personal information when endeavoring to respond to
a request to disclose specific pieces of information. The Agency should distinguish
between personal information that is active and in use, which could be subject to the
requirement to disclose specific pieces of information, versus archived personal
information that is archived for recordkeeping purposes and not in use (i.e., historical,
inactive, or point-in-time records), which should be outside the requirement to disclose
specific pieces of information. The regulations should avoid use of overly stringent
thresholds such as making such disclosures except where “impossible,” and rely instead
on commercially reasonable practices.

Thank you again for the opportunity to offer preliminary comments. We welcome any
questions you may have regarding our letter.

Sincerely,

Kevin Gould
SVP/Director of Government Relations

KG:la
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Department of Financial Protection and Innovation, the federal Consumer Financial
Protection Bureau (CFPB), and the Federal Deposit Insurance Corporation (FDIC). This
level of oversight includes frequent, routine examinations by regulatory agencies of the
safety and soundness of these organizations and compliance with various laws whether
focused on consumer protection or otherwise.

Moreover, banks’ cybersecurity risk assessments contain highly sensitive information
which needs to be tightly protected; any disclosure, whether inadvertent or intentional,

could expose the bank, its operations, and its customers to undue risk.

Automated Decision-making

Federal banking regulators are currently contemplating the use of automated decision-
making and whether additional rules are necessary governing the technology. More
specifically, on March 31, 2021, the Board of Governors of the Federal Reserve System,
CFPB, FDIC, National Credit Union Administration, and OCC published notice in the
Federal Register for the purpose of:

“...gathering information and comments on financial institutions' use of artificial
intelligence (Al), including machine learning (ML). The purpose of this request for
information (RFI) is to understand respondents' views on the use of Al by financial
institutions in their provision of services to customers and for other business or
operational purposes; appropriate governance, risk management, and controls
over Al; and any challenges in developing, adopting, and managing Al. The RFl also
solicits respondents' views on the use of Al in financial services to assist in
determining whether any clarifications from the agencies would be helpful for
financial institutions' use of Al in a safe and sound manner and in compliance with
applicable laws and regulations, including those related to consumer protection.”

Accordingly, the Agency should refrain from applying automated decision-making
regulations to banks until federal regulators take action or should ensure that the
Agency’s regulations do not conflict with federal requirements.

The definition of automated decision-making needs to be better developed. If a precise
definition is not promulgated, it could produce unintended litigation results, where over-
inclusive claims are brought. The regulations should distinguish between decision-
making technology which is 100 percent automated versus partially automated with
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some human intervention and a potential manual/override process, which should be
outside the defined coverage. Further, if personal information is not processed through
the automated decision-making technology, it should be treated as out of scope for
purposes of the CPRA.

Right to Correct

The CPRA requires regulations that establish rules and procedures to facilitate a
consumer’s right to correct inaccurate personal information. When drafting regulations,
the Agency should consider permitting businesses to utilize existing protocols that allow
consumers to correct personal information and should accordingly provide flexibility for
businesses to direct consumers to established channels and processes utilizing existing
protocols. Requiring businesses to create new CPRA-specific channels for submitting
and/or receiving personal information correction requests would create operational
complexity with no added value to the consumer.

For regulated financial institutions, the potential for fraud risk is a critical concern. Given
the extensive customer and employee/user authentication and identity theft prevention
requirements to which financial institutions are already subject, and in light of the
significant risk of fraud, financial institutions should be allowed to require all customers,
prospective customers, employees, and third parties to use existing channels subject to
established security and authentication protocols for any personal information
correction requests.

The Agency should also distinguish between personal information that is active and in
use, which could be subject to the right to correct, versus personal information that is
archived for recordkeeping purposes and is not in use (i.e., historical, inactive, or point-
in-time records), which would be outside the right to correct.

The right to correct provisions need clarification on the 45/90-day response/completion
of correction timelines. Please clarify if the clock commences when the business “verifies
the identity of the requester” versus when the business verifies “that the correction
request is valid” (such as when evidence of a name change through a new driver’s license
is provided).
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Right to Limit the Use and Disclosure of Sensitive Personal Information

We request that the Agency provide greater clarity to what is meant by “inferring
characteristics of a consumer.” As a general matter, sensitive personal information
should be collected and used on a need-to-know basis for legitimate purposes. The
proposed regulations should take into consideration existing laws that require the
collection of sensitive personal information and the unintended consequences to
consumers if the use of such sensitive personal information is limited.

Specific Pieces of Information

With respect to a business’' requirement to disclose specific pieces of information, the
regulations should take into consideration the challenge associated with a business
accessing and retrieving archived personal information when endeavoring to respond to
a request to disclose specific pieces of information. The Agency should distinguish
between personal information that is active and in use, which could be subject to the
requirement to disclose specific pieces of information, versus archived personal
information that is archived for recordkeeping purposes and not in use (i.e., historical,
inactive, or point-in-time records), which should be outside the requirement to disclose
specific pieces of information. The regulations should avoid use of overly stringent
thresholds such as making such disclosures except where “impossible,” and rely instead
on commercially reasonable practices.

Thank you again for the opportunity to offer preliminary comments. We welcome any
questions you may have regarding our letter.

Sincerely,

Kevin Gould
SVP/Director of Government Relations
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Before the
California Privacy Protection Agency

In the Matter of

Invitation for Preliminary

California Privacy Rights Act of 2020 Comments on Proposed Rulemaking

Rulemaking Process
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INTRODUCTION

CTIA! appreciates the opportunity to provide these comments in response to the California
Privacy Protection Agency (the “Agency’s”) invitation for preliminary comments on proposed
rulemaking under the California Privacy Rights Act of 2020 (“CPRA”). CTIA understands the
demanding statutory deadlines governing this process and commends the efforts of the Agency to
proactively seek public input from stakeholders in developing regulations.

We submit that in developing proposed rules, the Agency should focus on clarifying the rights
and obligations of CPRA so that businesses, many of which are already working diligently to build
CPRA compliance, can drive positive privacy outcomes for consumers, rather than using the
rulemaking to expand or create new standards that go beyond the express scope of CPRA or its
rulemaking grant. CTIA’s comments address the following topics identified by the Agency as
topics for public comment:

e Processing that Presents a Significant Risk to Consumers’ Privacy or Security:

Cybersecurity Audits and Risk Assessments Performed by the Businesses.?

' CTIA® (www.ctia.org) represents the U.S. wireless communications industry and the companies throughout the
mobile ecosystem that enable Americans to lead a 21st-century connected life. The association’s members include
wireless carriers, device manufacturers, suppliers as well as apps and content companies. CTIA vigorously advocates
at all levels of government for policies that foster continued wireless innovation and investment. The association also
coordinates the industry’s voluntary best practices, hosts educational events that promote the wireless industry, and
co-produces the industry’s leading wireless tradeshow. CTIA was founded in 1984 and is based in Washington, D.C.
2 Cal. Civ. Code § 1798.185(a)(15).


www.ctia.org

e Automated Decision-making.?

e Audits Performed by the Agency.*

3 Cal. Civ. Code § 1798.185(a)(16).
4 Cal. Civ. Code § 1798.185(a)(18).



L Processing that Presents a Significant Risk to Consumers’ Privacy or Security:
Cybersecurity Audits and Risk Assessments Performed by Businesses — Cal. Civ. Code §
1798.185(a)(15)

CPRA authorizes the Agency to issue regulations requiring businesses “whose processing
of consumers’ personal information presents significant risk to consumers’ privacy or security” to
1) perform annual cybersecurity audits; and 2) submit to the Agency regular risk assessments
regarding their processing of personal information.”

As discussed in more detail below, CTIA’s recommendations are as follows:
o The Agency should define “significant risk” narrowly, and identify specific
activities that would trigger the obligation to either conduct a cybersecurity audit
(if processing presents a specified cybersecurity risk), or a risk assessment (if
processing presents a specified privacy risk).

) The Agency should apply a risk-based approach to businesses’ obligation to
conduct a cybersecurity audit, and permit businesses to use widely-accepted
cybersecurity frameworks and engage independent auditors to conduct their audits.
Cybersecurity audits should only be required to address the processing activities
that triggered the audit obligation.

o For specified activities that trigger risk assessment obligations, the Agency should
require businesses to submit a generalized risk assessment every two to three years.
Further, the Agency should implement appropriate safeguards to protect any
personal, confidential, or proprietary information contained within, or obtained in

connection with, the risk assessment.

5 Cal. Civ. Code § 1798.185(a)(15).



A. When does a business’s processing of personal information present a

“significant risk to consumers’ privacy or security”?

“Significant risk” should be defined narrowly to focus on substantial and specific risks that
would enable meaningful oversight by the Agency. The Agency should require businesses to
conduct a cybersecurity audit only when engaging in specific enumerated activities that present a
cybersecurity risk, and to conduct a risk assessment only when engaging in specified activities that
present a privacy risk.

1. “Significant risk” should be defined to address substantial, specific,
and enumerated risks.

CTIA acknowledges the important role that the Agency will play in protecting consumers
from processing activities that present a significant risk to consumers’ privacy and security. CTIA
believes that the Agency’s oversight of cybersecurity audits and risk assessments should result in
meaningful protection for consumers.

Thus, we encourage the Agency to define “significant risk” such that it truly captures
enumerated processing activities that present specific risks of substantial and identified harm to
consumers. This would enable focused assessments and audits that meaningfully increase
consumer privacy and security, while also facilitating the Agency’s oversight function. In contrast,
an overly broad definition of “significant risk” would end up requiring an incalculable number of
businesses — many of which will be small- to medium-sized enterprises located around the world
— to swamp the Agency with assessments, including in cases where there may be little to no risk
to consumers. It is unclear how this would increase consumer privacy or security protection.
Instead, it could potentially frustrate the Agency’s opportunity for meaningful oversight over

business activities that have the potential to substantially and adversely impact consumer privacy.



For instance, CPRA requires the Agency to “provide a public report summarizing the risk
assessments filed with the Agency.”® It would be difficult to conduct this reporting if faced with
an avalanche of risk assessments, and Agency resources could be unnecessarily diverted not only
from meaningful reporting, but from other oversight tasks as well.
2. The triggers to conduct a cybersecurity audit or risk assessment should
directly align with the cybersecurity or privacy risk creating the obligation.
CPRA authorizes the Agency to identify activities that create “significant risk to the
security of personal information” and thus trigger an obligation to conduct a cybersecurity audit.’
It also authorizes the Agency to identify processing that creates “risks to privacy of the consumer”

8 Accordingly, the “significant risk”

and thus triggers an obligation to conduct a “risk assessment.
that triggers a cybersecurity audit should be a cybersecurity risk, while the “significant risk™ that
triggers a risk assessment should be a privacy risk. Cybersecurity risks are inherently different in
kind than privacy risks, and are identified, classified, and remediated under different frameworks.
Organizations follow entirely different processes for auditing cybersecurity than they employ for
assessing privacy risks, and often have separate functions devoted to security and privacy. In
practical terms, cybersecurity audits can be far more burdensome and expensive for companies
than risk assessments, particularly for smaller or medium-sized enterprises. Lastly, from a policy
perspective, it would be inconsistent with existing privacy laws to require businesses to conduct a

full-fledged cybersecurity audit in response to a ‘pure privacy’ risk, when (as discussed below)

neither European nor U.S. state privacy statutes require this.

6 Cal. Civ. Code § 1798.199.40(d).
7 Cal. Civ. Code § 1798.185(a)(15)(A).
8 Cal. Civ. Code § 1798.185(2)(15)(B).



CPRA and existing privacy laws already take this privacy/security distinction into account
when defining the triggers for privacy assessments versus security audits. For example, CPRA
states that the “factors to be considered in determining when processing may result in significant
risk to the security of personal information shall include the size and complexity of the business
and the nature and scope of processing activities.”’ In comparison, while the EU’s General Data
Protection Regulation (the “GDPR”) requires privacy-side assessments whenever any activity
creates a “high risk” to individual privacy in light of “the nature, scope, context and purposes of

the processing,”'’

on the security side, the GDPR does not expressly mandate cybersecurity audits.
It instead only indicates they should be implemented as part of an organization’s “technical and
organizational” security measures if “appropriate” in light of “the costs of implementation,” the
“nature, scope, context and purposes of processing,” and “the risk[s] of varying likelihood and

severity” for individuals.'

The Agency should similarly acknowledge the distinction between
cybersecurity and privacy risks, and align a business’s obligation to conduct security and privacy
assessments with specified security risks for cybersecurity audits, or privacy risks for risk
assessments.
B. What should a business that performs an annual cybersecurity audit be
required to do, including what should it cover in its audit and what processes are
needed to ensure that its audit is “thorough and independent”?!?

Consistent with existing California law, a risk-based standard should be applied to

cybersecurity audits. Businesses should be permitted to use well-accepted cybersecurity

° Cal. Civ. Code § 1798.185(a)(15)(A) (emphasis added).
10 Art. 35 GDPR.

' Art. 32 GDPR.

12 Cal. Civ. Code § 1798.185(a)(15)(A).



frameworks and engage independent auditors to conduct any CPRA-required cybersecurity audits.
Audits should only be required to address the specific activity that triggered the audit obligation.

1. CPRA standards for cybersecurity audits should be consistent with

California’s existing statutory data security requirements.

CPRA itself requires businesses to implement security that is “in accordance with [Civil

Code] Section 1798.81.5,” and which consists of “reasonable procedures and practices appropriate
to the nature of the personal information to protect [| personal information from unauthorized or
illegal access, destruction, use, modification, or disclosure.”'® Audit standards should thus orient
to a risk-based standard consistent with CPRA and Civil Code Section 1798.81.5, by testing for
security that is “reasonable ... and ... appropriate” to the “nature of the personal information”
processed by an organization.

2. The Agency should permit businesses to rely on widely-accepted,

rigorous cybersecurity frameworks as a safe harbor to demonstrate

compliance with CPRA cybersecurity audit standards.

To enable “reasonable” and “appropriate” auditing that is “independent and thorough,”

CTIA encourages the Agency to permit businesses to use existing, independent, and widely
utilized cybersecurity frameworks to conduct CPRA cybersecurity audits. Entire industries
already rely on, and businesses regularly conduct audits pursuant to, frameworks such as the
International Organization for Standardization (“ISO”) 27000 series certification, the National
Institute of Standards and Technology (“NIST”) Cybersecurity Framework, the Payment Card
Industry Data Security Standard (“PCI DSS”), and the Service Organization Control (“SOC”)

Trust Service Principles. These frameworks embody decades of experience, and are continuously

13 Cal. Civ. Code § 1798.100(e) (requiring businesses to implement reasonable security pursuant to Cal. Civ. Code
§ 1798.81.5) (emphasis added).

10





https://www.ftc.gov/news-events/blogs/business-blog/2016/08/nist-cybersecurity-framework-ftc

third-party auditors. This form of auditing is widely recognized as thorough and independent, so
much so that it is often a component of enforcement orders that privacy regulators impose on
companies. '

Additionally, as other California statutes already recognize, CPRA should recognize that
audits conducted by a company’s employees can also be independent and thorough as long as the
company maintains appropriate internal structures around the audit function. For instance, the
California Insurance Code permits internal audits, stating that “[t]Jo ensure that an internal audit
remains objective, the internal audit function shall be organizationally independent,” and that the
“internal audit function shall not defer ultimate judgment on audit matters to others.”!” Permitting
internal auditing would offer significant relief to smaller and mid-sized companies.

4. Cybersecurity audits should only be required to address the specific
activity that triggered the audit.

CTIA encourages the Agency to ensure that CPRA audit regulations stay within the scope
of delegated rulemaking. CPRA ties cybersecurity auditing obligations to processing activities
that present “significant risk” to consumers’ security. Accordingly, any audit obligation should be
limited to the specific “significant-risk activity” that has triggered an audit obligation. Otherwise,
the Agency would exceed its authority to issue rules that apply to the processing of consumers’
personal information in ways that create “significant risk,” and risk-assessment rulemaking would
go beyond the express grant in CPRA.

C. What should businesses that submit a risk assessment to the Agency be

required to do, including what should they cover in their risk assessment, how often

16 See, e.g., Stipulated Order for Permanent Injunction and Civil Penalty Judgment at 9, in: U.S. v. Vivint Smart Home,
Inc.,No. 2:21-cv-00267-TS (N.D. Utah Apr. 29, 2021) (requiring security assessments to be conducted by a “qualified,
objective, independent third-party professional”).

17 Cal. Ins. Code §§ 900.3(a) and (c).

12
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should they submit a risk assessment, and how should they weigh the risks and

benefits of processing consumers’ personal information and sensitive personal

information?

Risk assessments submitted to the Agency should only be required to evaluate the specific
activity that triggered the risk assessment obligation. Businesses should do this in a generalized
and concise fashion to enable effective Agency review, with assessments to be submitted every
two or three years. The Agency should implement safeguards to protect the personal, confidential,
or proprietary information disclosed in connection with a risk assessment.

1. The Agency should require a generalized risk assessment that enables
meaningful oversight without creating cybersecurity and privacy risks.

As stated above, CTIA encourages the Agency to structure risk assessment requirements
so that they provide increased protection for consumers, while enabling effective oversight by the
Agency. To this end, risk assessments that are required to be submitted to the Agency should only
have to address activities that could create significant harm to consumers, and should be kept at a
reasonably concise level of detail and length. As an example, the Virginia Consumer Data
Protection Act requires “data protection assessments” to set forth (i) the benefits of a specific
processing activity, and (ii) the potential risks of that processing activity, as mitigated by
safeguards.'® This can be done in a generalized and concise format, without granular detail that
potentially includes confidential, proprietary, or protected technology, operations, or personal
information.

This approach would serve two purposes recognized within CPRA. First, as discussed

above, being inundated by overly detailed risk assessments could impede the Agency’s oversight

'8 Va. Code Ann. § 59.1-576.
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activities by preventing the Agency from meaningfully assessing submissions. It could also hinder
the Agency’s development of the reports on risk assessments it is obligated to publish under Civil
Code Section 1798.199.40(d). We respectfully submit that the Agency’s oversight activities would
be better served through receipt of concise, focused risk assessments that facilitate straightforward
review. If the Agency deems further detail necessary, it can request that detail from businesses
using its more specific authorities under CPRA."

Second, a more generalized approach to risk assessments can help to avoid inadvertently
exposing confidential or proprietary information, or creating unnecessary security risks for
operations or personal information. CPRA itself contemplates that excessive detail in risk
assessments could give rise to these very risks. For instance, CPRA’s risk assessment provisions

20 recognizing

state that “[n]othing in this section shall require a business to divulge trade secrets
that details about a business’s data processing in a risk assessment may reveal or implicate business
operations, strategies, or know-how that is proprietary. CPRA also expressly recognizes that risk
assessments could become an inadvertent ‘threat vector’ for proprietary information by stating that
the Agency’s public reporting on risk assessments must “ensur[e] that data security is not
compromised.”?  CPRA’s drafters thus understood that risk assessments could contain
confidential, proprietary, or personal information, and that the Agency needed to take care not to
expose this information in its public reporting. With that in mind, a more generalized approach to

risk assessments — one that would not require businesses to disclose granular detail reflecting

proprietary information — would be consistent with these statutory objectives.

19 See, e.g., Cal. Civ. Code §§ 1798.199.45 (permitting the Agency to investigate possible violations of CPRA upon
the sworn complaint of any person or on the Agency’s own initiative); 1798.199.55 (allowing the Agency to hold a
hearing to determine if a violation of CPRA has occurred when the Agency determines there is probably cause its
belief). See also, Cal. Civ. Code § 1798.199.40(1) (permitting Agency to perform “acts necessary or appropriate in
the exercise of its power, authority, and jurisdiction”).

20 Cal. Civ. Code § 1798.185(a)(15)(B).

2l Cal. Civ. Code § 1798.199.40(d).
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2. A risk assessment, if required, should only be due every two to three
years to avoid unnecessarily imposing burdens on businesses and the Agency.

For similar reasons, we believe it is not advisable for the Agency to require businesses to
submit a risk assessment on an annual basis. From a business perspective, this could be a
significant burden without a clear benefit for consumer privacy, particularly if an assessed activity
does not significantly change over a twelve-month period. Additionally, reviewing an annual tidal
wave of risk assessments could unnecessarily burden the Agency. We believe it will both
adequately protect California consumers, and be less burdensome, for both the Agency and for
businesses, if businesses are to submit a risk assessment every two to three years on a staggered
basis. This will not negatively impact Agency oversight. As indicated above, if the Agency
requires further information prior to a business’s next risk assessment submission, the Agency can
employ its additional inquiry and/or investigative powers under CPRA.

3. The Agency should implement appropriate safeguards to protect any
information obtained in a risk assessment.

Lastly, we encourage and trust that the Agency will implement safeguards appropriate to
protect any personal information, or any confidential or proprietary information, contained or
obtained in connection with risk assessments. These could include widely-accepted measures such
as retention periods appropriate for security risks associated with storing risk assessments, as well
as access controls that reflect the internal functional divisions within the Agency. Additionally, as
compelled disclosures to the Agency, it would be appropriate for risk assessments to be exempted

from FOIA requests under California law, and for CPRA rules to specify that nothing in or

15



provided in connection with a risk assessment results in a waiver of any evidentiary or other
privilege available to a submitting party, as other U.S. state privacy laws have done.?
11 Automated Decision-making — Cal. Civ. Code § 1798.185(a)(16)

CPRA provides for regulations governing consumers’ “access and opt-out rights with
respect to businesses’ use of automated decision-making technology.”?® As described below,
CTIA respectfully submits that the delegation of rulemaking authority to create a novel right to
opt out of automated decision-making is unconstitutional because CPRA itself does not enact,
create, or provide for such an opt-out right. If, despite this, the Agency nonetheless develops such
regulations, it should create an opt-out right narrowly tailored to protect against substantial
identified harms to advance consumer privacy and avoid dampening innovation.

A. What should be the scope of consumers’ opt-out rights with regard to

automated decision-making, and what processes should consumers and businesses

follow to facilitate opt outs?
1. The delegation of rulemaking authority to create a new right to opt out
of automated decision-making is unconstitutional.

CPRA states that the Agency is authorized to issue regulations concerning an “opt-out
right[]” with respect to “businesses’ use of automated decision-making technology, including
profiling ... .”?* However, CPRA itself does not enact, create, or provide for such an opt-out right.

Any delegation of rulemaking to the Agency to govern an opt-out right that was never enacted by

the legislature, or approved by voters, is an unconstitutional delegation of authority.

22 See Colo. Rev. Stat. § 6-1-1309(4) (deeming data protection assessments confidential and exempt from public
inspection and copying under the state’s freedom of information act and stating that the disclosure of such assessments
pursuant to a request from the state attorney general does not constitute a waiver of any attorney-client privilege or
work-product protection that might exist with respect to the assessment and any information contained in the
assessment); Va. Code Ann. § 59.1-576(C) (same).

2 Cal. Civ. Code § 1798.185(a)(16).

24 Cal. Civ. Code § 1798.185(a)(16).
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“[A]n unconstitutional delegation of authority occurs when a legislative body (1) leaves
the resolution of fundamental policy issues to others or (2) fails to provide adequate direction for
the implementation of that policy.”® The CPRA Ballot Initiative clearly acknowledges that the
ability of consumers to control how their personal information is used is a fundamental policy
issue. It expressly states that “[c]onsumers should be entitled to a clear explanation of the uses of
their personal information ... and to control ... it, including by allowing consumers to limit
businesses’ use of their sensitive personal information ..., [and] to opt-out of the sale and sharing
of their personal information ... .”*® The California legislature and voters addressed this policy
issue exclusively by granting consumers the rights to opt out of (i) data sales, (ii) the sharing of
personal information, and (iii) certain uses of sensitive personal information. In contrast, neither
the legislature nor the voters enacted a right to opt out of automated decision-making in relation
to the statutorily-recognized consumer interest in controlling personal information. It would thus
be unconstitutional for the Agency to now create that right, even if CPRA purports to grant the
Agency the power to do so, as it would “leave a fundamental policy issue to others”. Like the
rights to opt out of data sales and the sharing of personal information, and the right to limit uses
of sensitive personal information, any new opt-out right, like other fundamental policy issues, must
go through a process of enactment by elected officials or by the voters themselves.

Further, even if the California legislature or voters had enacted a new right to opt out of
automated decision-making to address a fundamental policy issue — which neither did —
rulemaking on this right would remain unconstitutional for the separate reason that CPRA fails to

provide the Agency with any meaningful direction to implement the new right to opt out of

% Gerawan Farming, Inc. v. Agricultural Labor Relations Bd., 405 P.3d 1087, 1100 (Ca. Sup. Ct. 2017) (citing Carson
Mobilehome Park Owners’ Assn. v. City of Carson, 672 P.2d 1297, 1300 (Ca. Sup. Ct. 1983)).
26 The CPRA Ballot Initiative, Section 2.H.
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automated decision-making.?’ Instead, the Agency must create this opt-out right out of whole
cloth. This is in stark contrast to the guidance for creation of other rights, such as the right to opt
out of sales or data sharing of personal information, where CPRA provides substantial guidance
for developing the opt-out rights by authorizing the Agency to “facilitate and govern the
submission of a request by a consumer to opt-out of the sale or sharing of personal information...to
ensure that consumers have the ability to exercise their choices without undue burden and to
prevent business from engaging in deceptive or harassing conduct ....”?* CPRA provides no such
guidance to implement the right to opt out of automated decision-making.

2. If the Agency nonetheless creates a right to opt out of automated

decision-making, the right should advance consumer privacy without

unnecessarily restricting businesses and innovation.

If the Agency does issue regulations establishing a right to opt out of automated decision-
making, CTIA recommends that the right be limited to protecting against substantial and specified
harms to consumers, without unnecessarily restricting businesses and dampening the development
of automated decision-making technologies that can provide benefits to consumers and businesses
alike.

Indeed, automated decision-making has been beneficial in many ways that positively
impact consumers. For instance, consumers can now purchase practically any product they want
using their mobile phones thanks in significant part to fraud-prevention technology that runs on
automated decision engines. Consumers can also apply for and receive a broad range of financial
products and services fully online, without needing to go through the burdensome process of

physically going to a bank and negotiating with bank staff/loan officers. This has been a broadly

27 See Gerawan Farming and Carson Mobilehome Park Owners, supra note 25.
28 Cal. Civ. Code § 1798.185(4)(A).
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positive outcome for consumers, and it has happened in substantial part due to financial services
providers’ automating decisions related to core services such as opening accounts, issuing credit
cards, and issuing loans.

It bears remembering that the goal of automated decision-making is to eliminate the
potential biases and inconsistencies that human decisions have traditionally entailed, and thus
improve outcomes for consumers, businesses, and society. Proper use of automated decision-
making technology can also allow businesses to improve business processes, save costs, better
allocate resources, and increase productivity. The above benefits are just a few examples of
positive consumer outcomes stemming from automated decision technology, and we encourage
the Agency not to issue rules that unnecessarily impede technologies that can help create more of
these outcomes in the future.

As such, an overly broad right to opt out of a/l automated decisions would be unnecessary
to protect privacy interests and would hamper the use and development of automated decision-
making, thereby placing at risk the benefits that such processing provides to businesses and
consumers. Regulations should take a risk-based approach, focusing on outcomes from automated
decisions that have a substantial and potentially adverse impact on individuals. Accordingly, any
right to opt out of automated decisions should apply to (i) solely automated decisions that (ii) are
based on “profiling,” as the term is defined under CPRA, and (iii) result in enumerated legal or
similarly significant effects concerning consumers.

First, the right to opt out of automated decision-making should only apply to decisions that

are made on a solely automated basis. If the opt-out right is not limited to “solely” automated
decisions, it will become overbroad. Rights to opt out of automated decisions are intended to insert

a level of human review over what would otherwise be a fully automated decision, thus enabling
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based on that processing.>® Limiting the right to opt out of automated decision-making to decisions
based on profiling would create broad protections for consumers and certainty as to the scope of
such a right. Without a ‘profiling’ limitation on opt-out rights, the scope of the right would be
boundless. Any decision based on software-encoded rules could trigger the right, and this would
reach deeply into situations that have no implications for consumer privacy.

As an example, businesses may use automated decision technology to flag in real time when
activities associated with user accounts may be suspicious, thus signaling a compromised account
that requires a protective response. Permitting opt-outs from these uses of automated decision
technology would be devastating to businesses and consumers alike. Consumers would be put at
greater risk, and businesses would be unable to run core functions demanded by consumers, all
without providing any benefit to consumer privacy.

Notably, all other existing U.S. state privacy laws have limited the right to opt out to decision-
making based on profiling.>! Automated decisions based on profiling are more likely to have the
kinds of impacts privacy statutes may properly regulate, given that they rely on personal
information about a specific consumer and predictions drawn about that consumer to support
decisions. We thus encourage the Agency to limit opt-out rights to automated decision-making
based on “profiling” as defined under CPRA.

Third, the right to opt out of automated decision-making should only apply to decisions that

result in legal or similarly significant effects concerning consumers. Any opt-out right should be

30 Cal. Civ. Code § 1798.140(z) (“profiling” means “any form of automated processing of personal information, as
further defined by regulations pursuant to paragraph (16) of subdivision (a) of Section 1798.185, to evaluate certain
personal aspects relating to a natural person and in particular to analyze or predict aspects concerning that natural
person’s performance at work, economic situation, health, personal preferences, interests, reliability, behavior,
location, or movements.”).

31 Colo. Rev. Stat. § 6-1-1306(a)(a)(1)(C) (providing consumers the right to opt out of profiling in furtherance of
decisions that produce legal or similar effects concerning a consumer) (emphasis added); Va. Code Ann. § 59.1-
573(A)(5) (same).
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scoped such that it focuses on specific harms that automated decisions may create for consumers,
not the mere use of automated decision technology. An overbroad approach would create an
unnecessary burden on businesses and disincentivize the advancement of decisioning technology,
without actually furthering consumer privacy interests.

In order to trigger opt-out rights, an automated decision should have a legal or equally
substantial effect on the consumer that, if adverse and incorrect, would be recognized as a harm to
the consumer. For instance, if a consumer’s application for a housing is denied by a platform, the
consumer would suffer a substantial harm if unable to ascertain that the application was denied in
compliance with applicable law and application policies. Given the importance of the
determination, the consumer would likely want, and it is broadly accepted as appropriate, for a
human to be involved in the decision-making process. The consumer should have a right to opt
out of this decision if it were made solely using automated processing so as to trigger such human
review. But by the same token, if a brand uses a prior purchase to infer that a consumer’s favorite
color is red, so that the brand can offer them goods that come in red, the consumer suffers no
significant harm if this decision is incorrect. People incorrectly guess the preferences of their
friends, family, and colleagues every day, without anyone feeling harmed in the process. Any opt-
out right that would interfere with these types of decisions that do not create consumer harm would
fail to protect a consumer privacy interest.

Further, we encourage the Agency to align with Colorado and Virginia by enumerating the

specific instances in which a decision is deemed to have a “legal or similarly significant effect[].”3

32 See Colo. Rev. Stat. § 6-1-1306(1)a)1)(C) (providing a right to opt out of “profiling in furtherance of decisions
that produce legal or similarly significant effects concerning a consumer”); Va. Code Ann. § 59.1-573(A)(5)(iii)
(same); see also GDPR, Art. 22 (“[t]he data subject shall have the right not to be subject to a decision based solely on
automated processing, including profiling, which produces legal effects concerning him or her or similarly
significantly affects him or her”). While we have identified Colorado and Virginia as existing models for an opt-out
right, we note for completeness that Colorado’s opt-out right may be subject to further refinements in the future.
Colorado’s Privacy Act has been recognized by Colorado governor Jared Polis as needing revisions to “strike the
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We suggest that this be limited to automated decisions that result in the grant or denial of services
that other state privacy laws have deemed significant, such as financial and lending services,
housing, insurance, education enrollment, criminal justice, employment opportunities, healthcare
services or access to basic necessities, such as food and water.>> California voters have recognized
that “[t]to the extent it advances consumer privacy and business compliance, the [California
Privacy Rights Act] should be compatible with privacy laws in other jurisdictions.”**
III.  Audits Performed by the Agency — Cal. Civ. Code § 1798.185(a)(18)
CPRA gives the Agency the authority to audit businesses’ compliance with the law.*>
CTIA recommends that the Agency’s audit power be triggered by and limited to addressing
practices found through an Agency adjudication to constitute a substantive CPRA violation. Also,
any recordkeeping requirements imposed on businesses in connection with a CPRA audit should
be consistent with CCPA recordkeeping requirements. Further, the Agency should be required to
establish appropriate protections to safeguard companies, the legitimacy of the Agency’s audit
process, and any information acquired in connection with the audits.
A. What should the scope of the Agency’s audit authority be?3¢
1. The scope of the Agency’s audit power should be limited to the
practices found to be in substantive violation of CPRA through an
adjudication arising from a claim brought by the Agency.

CPRA tasks the Agency with ensuring that the “rights of consumers and the responsibilities

of businesses should be implemented with the goal of strengthening consumer privacy, while

appropriate balance between consumer protection while not stifling innovation and Colorado’s position as a top state
to do business.” SB-21-190 Signing Statement (July 7, 2021).

3 Va. Code Ann. § 59.1-571.

3 The CPRA Ballot Initiative, Section 3.C.8.

35 See Cal. Civ. Code § 1798.199.65.

36 See Cal. Civ. Code § 1798.185(2)(18).
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giving attention to the impact on business and innovation.” The Agency should develop criteria
for when and how it is permitted to exercise its audit powers, including defining the scope of its
powers. Without an explicit trigger of when the Agency is permitted to conduct an audit, there is
a risk that some businesses will be unfairly or disparately targeted, or that audits will lack the
appearance of fair and equal treatment. A defined trigger would minimize the appearance of
impropriety and protect the legitimacy of the Agency’s authority to enforce compliance with
CPRA. And, considering the number of companies around the world that are subject to CPRA,
these criteria should also serve the Agency by conserving its resources and applying them to
situations that create significant consumer privacy or security risk. A defined trigger would also
avoid the Agency using resources to audit businesses that have shown no signs of materially
violating CPRA. The Agency’s resources would be better directed towards auditing specific
businesses that may potentially pose a significant risk to consumer privacy and cybersecurity
interests.

Thus, we submit that the Agency should only be permitted to audit a business when an
adjudication arising from a claim brought by the Agency establishes that the business has
substantively violated CPRA, and that the scope of the Agency’s audit power should be limited to
addressing the substantial violations of CPRA that triggered the Agency’s audit. This places the
audit power squarely within the Agency’s privacy-protection mission, enabling it to work with a
business to identify policies, practices, and controls needed to remove a CPRA violation and thus
protect consumer privacy on a going-forward basis. Any other approach is not consistent with the
overall scheme and structure of CPRA, which provide ample authority for inquiries and

investigations concerning compliance. It would thus be an unnecessary burden to issue a
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regulation allowing the Agency to audit a business in a “free ranging” fashion, without being
limited to the specific situation that gave rise to the audit in the first place.
2. Moreover, any required disclosure of information by a business in
response to an Agency’s audit should be consistent with and limited to CCPA
record-keeping requirements.

The existing CCPA regulations require a business to maintain records of CCPA consumer
requests and how the business responded to the requests for at least twenty-four months.*’
Likewise, businesses subject to an audit should not be required to produce information beyond the
prior two years. The California Attorney General thought that a two-year record-keeping
requirement was reasonable for purposes of the CCPA Regulations, and we agree. A regulation
that requires businesses subject to an audit to produce information beyond the prior two years
would be inconsistent with the CCPA Regulations and could present a security risk to the extent
businesses are required to maintain records containing personal information that the businesses no
longer need to offer goods and services to consumers.

B. What processes should the Agency follow when exercising its audit authority,

and what criteria should it use to select businesses to audit?

The Agency should be required, when exercising its audit authority, to establish
appropriate procedural safeguards to protect companies and the legitimacy of the auditing process,
including permitting businesses to select independent third-party auditors (subject to the Agency’s

veto), and proper protections for any data acquired in connection with an Agency’s audit.

37 Cal. Code Regs. tit. 11, § 999.317(b).
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1. CTIA proposes that the Agency establish appropriate procedural
protections for audits that protect both subject companies as well as the
legitimacy of audit procedures.

In addition to the substantive protections discussed in Subsection A above, CTIA advances
that the Agency’s audit rules should require a majority of Agency members to vote in favor of an
audit to determine whether the adjudication revealed violations of CPRA justifying the Agency’s
use of its resources to audit the business. This vote should be memorialized in a written resolution
that cites the relevant evidence and defines the scope of the audit. The Agency might follow the
lead of the Federal Trade Commission and require audits to be performed only in instances wherein
an enforcement action against a business revealed significant privacy or security weaknesses.*8

There can be a conflict of interest created when an Agency is empowered to audit a
business’s CRPA compliance, while also being authorized to investigate potential violations,
“determine if a [CPRA] violation has occurred,” and issue fines.** This could create a range of
complex privilege issues for any investigation or enforcement proceedings that would be
connected to an audit. One way to address any potential concerns, is to allow businesses to select
reputable, independent third-party auditors to conduct the audit. The Agency could have the right
to veto an auditor selected by a business, provided that the Agency has legitimate justifications for

doing so. This process would avoid the inherent conflict of interest in an agency with investigatory

and enforcement powers conducting the audit itself.

3#See, e.g., Stipulated Order for Permanent Injunction and Civil Penalty Judgment at 9, in: U.S. v. Vivint Smart Home,
Inc.,No. 2:21-cv-00267-TS (N.D. Utah Apr. 29, 2021) (requiring security assessments to be conducted by a “qualified,
objective, independent third-party professional”); Zoom Video Communications, Inc., FTC Docket No. C-4731, FTC
File No. 192 3167 at 7-8 (Jan. 19, 2021) (decision and order) (same).

3 Compare Cal. Civ. Code § 1798.199.40 (granting the Agency the power to audit businesses to ensure compliance)
with Cal. Civ. Code § 1798.199.45 (granting the Agency the power to investigate possible violations) and
§ 1798.199.55 (authorizing the Agency to hold a hearing to determine if a violation has occurred and issue a cease
and desist order and an administrative fine if a violation has occurred).
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2. The Agency should implement safeguards to protect personal,
confidential and proprietary data processed in connection with the Agency’s
audit.

We also submit that the regulations should ensure the confidentiality and security of all
information disclosed by a business to the Agency in connection with an audit, given the certainty
that confidential, proprietary, and personal information will be at stake. Similar to the above
discussion regarding risk assessments, audits can create a data security compromise risk by
requiring access to personal information, and potentially to IT systems, to be provided to a third
party. We trust the Agency will implement robust safeguards for any data acquired in connection
with audits.

CONCLUSION

CTIA appreciates the Agency’s consideration of these comments and stands ready to
provide any additional information that would be helpful.

Respectfully submitted,

/s/ Gerard Keegan

Gerard Keegan
Vice President, State Legislative Affairs

Melanie K. Tiano
Assistant Vice President, Cybersecurity
and Privacy

Lisa Volpe McCabe
Director, State Legislative Affairs

CTIA
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Washington, DC 20036
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(maybe thousands) of companies that may hold data about a single individual. [n today’s increasingly
digital world, it is nearly impossible for an individual to find and contact each company one by one to
comprehensively exercise their rights. mePrism is built to address this conundrum in an automated
fashion and is intended, with a single integrated platform, to allow consumers to protect their privacy
and effectively control their data throughout the online ecosystem. As we have seen over nearly two
years, however, exercising rights on behalf of consumers as an authorized agent comes with many
distinct challenges exacerbated by businesses that selectively or narrowly interpret the CCPA and end
up completely frustrating consumers’ choices.

[n the preambles, the CPRA sets out that its implementation is guided by several overarching
principles, including:

e Consumers should know who is collecting their personal information, how it is being used,
and to whom it is disclosed, so that they have the information necessary to exercise
meaningful control over businesses’ use of their personal information. CPRA, Sec. 3, (A)(1).

e Consumers should have access to their personal information and should be able to correct
it, delete it, and take it with them from one business to another. Consumers or their
authorized agents should be able to exercise these options through easily accessible self-
serve tools. CPRA, Sec. 3, (A)(3) & (4) (Emphasis added).

e Businesses should specifically and clearly inform consumers about how they collect and
use personal information and how they can exercise their rights and choice. Businesses
should provide consumers or their authorized agents with easily accessible means to allow
consumers and their children to obtain their personal information, to delete it, or correct
it, and to optout of its sale and the sharing across business platforms, services,
businesses and devices, and to limit the use of their sensitive personal information. CPRA,
Sec. 3, (B)(1) & (4) (Emphasis added).

Additionally, and importantly, the CPRA anticipates that the law “should enable pro-consumer
new products and services and promote efficiency of implementation for business.” CPRA, Sec. 3,
(C)(5). In order for third party authorized agents (like mePrism, who are developing new products to
both facilitate consumer choice and effectuate efficient implementation of the CPRA for businesses)
to operate and aid consumers in taking control of their online data, regulations should be adopted
with a forward-looking view to help consumers broadly control their data through the use of authorized
agents.

We look forward to draft regulations that will help bring a measure of clarity and practical
guidance to businesses working with consumers and their designated authorized agents to facilitate
their rights under the CPRA. To that end, we submit the following recommendations:

Audits Performed by the Agency (Public Comment Topic #3)

When a consumer makes a request to access or delete information, the consumer has no way
to determine whether the business has fully complied with the request. In this regard, we suggest two
approaches:

First, we note the Agency has the authority to audit a business’s compliance with the CPRA.
This audit authority can serve as a valuable tool to ensure compliance. In selecting businesses for
audit, we suggest the Agency randomly select businesses based on complaints received from
consumers. Selecting businesses randomly based on complaints received allows for efficient use of
the Agency’s auditing authority, especially when funding is limited. [t would also protect consumers’



personal information from disclosure to an auditor as those consumers making the complaint can
elect to share their personal information with the auditor for purposes of investigating the complaint.
In conducting the audit, those businesses selected should be required to provide access to its internal
IT systems such that the business’s response can be compared against the actual data maintained
on the consumer that is subject to the law. Such an approach would also allow the Agency, using its
audit authority, to confirm and ensure businesses are fully complying with their obligations under the
law.

Additionally, consumers have the right to request deletion of their information, correct their
information, and to opt-out of the sale and sharing of their information. The law, however, only provides
for consumers to request their data but two times in a year. Should a consumer seek to confirm if a
business has complied with their request to delete or correct their data, the consumer would
potentially be required to use up those two requests to know. To the extent consumers are afforded
more than two opportunities to correct information pursuant to the law, it may be necessary for
consumers to have more than two chances to request the business provide them with a copy of their
data to confirm correction or deletion. Further, if the consumer has already made two requests within
a year (e.g., in order to confirm correction) and the consumer later seeks to port their data to another
business, the consumer may be denied the opportunity to obtain a copy of their data to port simply
because they already utilized their two requests. This would be fundamentally unfair for the consumer
and does not comport with the spirit of the CPRA. As such, we suggest regulations be drafted that
exempt requests to know when they follow (e.g. within 45 days) a consumer request to correct, delete,
or opt-out. Such an exemption would allow the consumer to conduct their own “audit” to ensure a
business’s compliance with the law.

Definitions and Categories (Public Comment Topic #8 h)

The CPRA requires businesses to disclose the “specific pieces” of personal information the
business has collected about a consumer pursuant to a verified consumer request. CPRA Sec.
1798.110(a)(5) & (b). As evidenced by actual examples set out below, in practice, some of the largest
businesses in the world respond to verified requests to know by providing wholly inadequate or
incomplete responses that are not understandable or useable to the average consumer. The
regulations adopted by the Agency should clarify that businesses are expected to respond in such a
manner that will allow consumers to understand and use the information received from the business.
This, after all, is the very essence of the CPRA.

On behalf of consumers as an authorized agent, mePrism has made requests and
experienced:

e Facebook, in response to requests to know and access information, will provide
information on advertisements shown to a particular consumer. The information shared
with the consumer, however, only provides the text of the advertisement shown or clicked.
Facebook does not provide information on the advertiser (i.e., who purchased the
advertisement) in a way that can be linked to the text of the advertisement shown to the
consumer. Online advertisements are tailored to consumers based on their digital
footprint. As such, access to the information that facilitates a consumer’s understanding
of who is targeting them for delivery of advertisements is just as important as
understanding what data is collected about them. The CPRA is a tool that empowers
consumers to understand how and why their information is being used, including being
used to target, discriminate, or make decisions about them. Indeed, the CPRA requires
businesses 1o disclose the categories of third parties to whom the business discloses the
consumer’s personal information. CPRA Sec. 1798.130 (a)(3)(B)(ii). Businesses such as
Facebook, however, are preventing consumers from fully utilizing the CPRA as a tool by
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The CPRA also requires businesses respond to a request to know specific pieces of information
by providing the information, “to the extent technically feasible, in a structured, commonly used,
machine-readable format, which also may be transmitted to another entity at the consumer’s request
without hindrance.” Id. By way of brief example, Twitter responds to requests to know by providing
data in the form of a JavaScript website. While this format can be useful in some instances to
consumers in that it is easy to read, it is not a format that allows for easy downstream use “without
hinderance” with other digital services or products.

Regulations should be drafted that require businesses provide data in machine-readable and
transmittable formats, e.g, JSON, XML, or via application programming interfaces (APIs), at the
consumer’s option. Such common, readily useable formats would facilitate the consumer’s use of the
data received from the business with other digital products and services.! Indeed, the businesses that
collect the largest amount of consumer data, e.g., Google and Facebook, already have APIs developed
and in use that allow for secure, easy exchanges of data. Regulations that would require those
businesses to utilize existing APIs to share information collected with consumers (or their authorized
agents) at the consumer’s option would allow easy use and transmission of the information to other
downstream digital products and services and fulfill the purpose behind giving consumers rights over
their data.?

Regulations should also be drafted requiring businesses to meet minimum standard practices
already in place for sharing digital information when responding to requests. I[n practice, when
companies share digital information, they typically abide by common, expected courtesies such as
explaining the contents of large file exports. This is usually done by providing descriptions of how to
read or navigate the information within the file. This is a standard practice commonly used in large
data transfers. In interacting with third party authorized agents on behalf of consumers, the
regulations should encourage businesses to engage in an interactive process with the authorized
agent to facilitate file transfers or have a designated way for authorized agents to redress issues of
file transfer protocols. Unlike many consumers, third party authorized agents like mePrism are experts
at “speaking the language” and can serve as a tool to help consumers quickly and efficiently access,
manage and control their data. The processes to facilitate those conversations between authorized
agents and businesses, however, does not exist and as a result, consumers are unable to exercise
their rights under the law through the use of third party agents. As such, regulations should be adopted
that encourage businesses to cooperate with third party agents and at a minimum, provide responses
1o requests that explain the contents of large file exports so that the information can be utilized by
another entity without hinderance.

Further, when the business refuses to cooperate with the consumer or the authorized agent,
consumers should have a mechanism to request redress for inadequate responses through the
Agency. We are aware that the California Attorney General currently has a mechanism in place to
report CCPA consumer complaints: https://oag.ca.gov/contact/consumer-complaint-against-
business-or-company. To the extent the Agency enforces the CPRA either alongside the California AG

! For example, a consumer could choose to share their Amazon purchasing history with Nordstrom to receive
improved recommendations.

2 Again, this is particularly true in the case where a business is interacting with third party authorized agents.
Currently, there is no transparent process or standard around third party authorized agents requesting or
receiving APl access to consumer data. Notably, businesses, such as Google and Facebook, allow consumers
to export their information to other products and services such as Dropbox or Microsoft OneDrive via an API.
However, there is no way for third party authorized agents to request similar APl access. Where APl access is
already in use, regulations should specify that businesses must be required to provide such access when
requested by a consumer or their authorized agent. This would facilitate the consumer’s use of third party
authorized agents in an efficient and fair manner.
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or on its own, a similar mechanism should be adopted by the Agency. We further suggest that
consumer complaints be made public (with identifying information appropriately redacted) to further
incentivize businesses to address and resolve the complaints, potentially without the need for
intervention by the Agency or the California AG. Businesses should also be given an opportunity to
respond publicly and where the Agency or the California AG does intervene to resolve a dispute, the
final rulings or resolutions can also be made public. Making the complaints, responses, and rulings
public will encourage self-compliance with the CPRA and also serve to provide guidance to other
businesses in implementing their own compliance plans.

Additional Comments (Public Comment Topic #9)

Resolving Identity Verification Issues

The CPRA is clear that consumers can utilize authorized agents to help them exercise their
rights under the law. Some businesses, however, have thwarted this part of the law by making it
impossible for consumers to make a request through an authorized agent. By way of specific example,
when some Facebook users attempt to log into their account by way of an authorized agent to make
a request to access information, the authorized agent is met with an error advising they are not
permitted to log in due to security restrictions. The authorized agent, however, has no alternate
method to provide positive identity verification on behalf of the consumer, thus effectively making it
impossible for many consumers to exercise their rights through an authorized agent. Again, this is an
issue due to the fact that Facebook (and other businesses) do not have a way to engage in an
interactive process with the authorized agent to otherwise request access to the information via other
methods, including programmatic methods like APIs, regularly used by the business to transfer data.

In another example, a prominent data broker permits consumers to purchase their own data
(and the data of other consumers) from the business, but when a request is made pursuant to the
CCPA, the data broker responds that they have no way of verifying the person’s identity without asking
for several more pieces of personal information, ostensibly to confirm the person’s identity. This
approach acts as an effective deterrent to consumers seeking to know what data businesses hold on
them. The consumer must now decide whether to potentially provide more information to a data
broker in order to obtain a copy of their data or request deletion.

To address these issues, regulations should be adopted to encourage covered businesses to
use or adopt an identity management solution. Alternatively, where the business provides its own
identity management solution, then that system must be made available and considered sufficient
validation for an authorized agent to use and validate the identity of a user.

Notably, this is not the first time businesses have had to grapple with identity verification
issues when a consumer requests access to their information for their own use and for use with
downstream digital products and services. Indeed, the financial services sector previously faced a
similar situation and successfully met the needs of consumers requesting access to information and
the banks’ need for security by developing standards and reaching agreement around identity
verification, APl access, and security. This resulted in adoption of common interoperability standards
through the Financial Data Exchange (FDX) and the emergence of powerful platforms such as Mint
(acquired by Intuit), Plaid, and Akoya, each of which has fueled the creation of more businesses that
improve the consumer’s experience and unlock new market efficiencies that have grown the economy.
The emergence of these data sharing and aggregation tools allow consumers to move their financial
data securely between platforms, aggregate their financial data from different service providers in a
usable ways, and improve the security of data transfer across the entirety of the financial services
ecosystem by utilizing agreed-upon identity management and verification solutions. These are the
very issues faced by CCPA- and CPRA-covered businesses that are now trying to implement the new



rights granted to consumers under the law. We encourage the Agency to look to the financial services
sector to adopt regulations that will encourage the same type of secure sharing solutions.

Moreover, the California AG has already set precedent that technical specifications and new
products developed in response to the CCPA and intended to enhance consumer privacy rights can be
mandated for adoption by covered businesses. See Office of the Attorney General of California,
Frequently Asked Questions (FAQs): What is the GPC?, https://oag.ca.gov/privacy/ccpa (stating
covered businesses must honor the Global Privacy Control). As California is a thought leader in privacy
and enhancing the consumer experience, the adoption of standards or frameworks around identity
verification and management is of paramount importance to resolve the issues for consumers
attempting to achieve control over their data through the use of new products and third party services.
Indeed, adopting identity validation protocols will facilitate consumer rights under the law and also
simultaneously ease the burden on businesses by removing the (substantial compliance) concern of
identity verification. As such, we suggest adopting regulations that will help guide or formulate
standards around identity verification management.

Clarification of “Sale” Under the CPRA

[n the California AG’s prior promulgation of regulations, it declined to provide guidance as to
what constitutes a “sale” under the CCPA. The California AG commented that it prioritized drafting
regulations that operationalize and assist in the immediate implementation of the law due to the
time constraints and efforts to meet the July 1, 2020 deadline set by the CCPA. See Office of the
Attorney General of California, Final Statement of Reasons, Appendix A: Summary and Response to
Comments Submitted During 45-Day Period, Comment #4.3,
https://oag.ca.gov/sites/all/files/agweb/pdfs/privacy/ccpa-fsor-appendix-a.pdf.

With the anticipated effective date for the CPRA in 2023, the Agency should take this
opportunity to provide guidance as to what constitutes a “sale” under the CPRA. Businesses have
taken very diverse approaches to whether conduct constitutes a “sale” under the CCPA. This includes
businesses in the digital advertising industry, where there appears 1o be a lack of consensus of
whether digital advertising is a “sale.” Some digital advertising businesses have declared that they
believe their receipt of consumer data falls within the “service provider” exception and is therefore not
a “sale” (despite that the parties in those relationships often use the personal information received
for their own purposes) to other digital advertising businesses acknowledging sales and adhering to
ad industry frameworks. Other businesses have implicitly acknowledged “sales” by offering new
services that purport to avoid activities constituting a “sale.” Given the widely different approaches by
businesses as to what constitutes a “sale,” it is clear more guidance is needed for businesses,
particularly those in the digital advertising industry, to determine when certain conduct constitutes a
“sale.”

[Intentionally left blank]
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Conclusion

mePrism appreciates the Agency’s work on new regulations for the CPRA and appreciates the
opportunity to provide comments at this preliminary stage. We urge the Agency to adopt rules that will
provide clear guidance to businesses for implementing the many consumer-protective aspects of the
CPRA, including those that can clarify the role and expectations around authorized agents acting on
behalf of consumers to exercise rights.

If we can answer any questions or provide any further resources, please feel free to contact us
at any time.

Very truly yours,

Tom Daly
Founder CEO
mePrism, Inc.
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kinds of information they collect for Tailored Advertising, and how such information is used.? The NAI
Code’s strong privacy protections also go further than the CPRA in some respects. For example, the NAI
Code includes outright prohibitions against the secondary use of information collected for Tailored
Advertising for certain eligibility purposes, such as credit or insurance eligibility, regardless of whether
such information is ever sold, and even when a consumer has not opted out of Tailored Advertising.

l. Processing that Presents a Significant Risk to Consumers’ Privacy or Security: Cybersecurity
Audits and Risk Assessments Performed by Businesses

The NAI supports the requirement for businesses that process personal information to conduct regular
cybersecurity audits and data risk assessments. These risk assessments are also required by new privacy
laws in Virginia and Colorado—referred to as Data Protection Assessments (“DPAs”)—and are essential
for responsible data processing that minimizes risk posed by the collection and processing of personal
information.

The NAI's long-standing Code and self-regulatory program predate both these legal requirements and
those established in Europe under Article 35 of the European General Data Protection Regulation
(“GDPR”). The Code is in essence a program to identify and minimize privacy risks surrounding the
collection and use of consumer data for digital advertising purposes. The NAl’s compliance team actively
works with companies to assess practices, and as these practices evolve and new privacy risks are
identified, we regularly update our Code and associated guidance documents, raising the bar to ensure
that NAI members are upholding the highest standards among industry.® In response to the new state
law legal requirements for risk assessments around various types of data and practices, the NAl has
begun a process of mapping the requirements to digital advertising practices, with the goal to help
companies tailor their own assessments building from core NAI compliance requirements as the
foundation.

New requirements for risk assessments will ultimately help level the playing field, extending privacy risk
mitigation practices to the entire digital advertising ecosystem, rather than just companies who
voluntarily comply with enhanced NAI requirements. However, a set of disparate requirements across
multiple states threatens to create an environment where businesses are overwhelmed in their efforts
to comply, with no discernable privacy benefit to consumers. The CPRA generally recognizes this by
directing the California Privacy Protection Agency (“Agency”) to cooperate with other states and
countries “to ensure consistent application of privacy protections.”’

Therefore, the NAI urges the Agency to develop and implement regulations that seek to harmonize to
the greatest extent possible with the other state laws. We also offer the following recommendations
regarding data risk assessments and cybersecurity audits.

Reporting, including frequency capping or sequencing of advertising creatives.” /d. § 1.Q. Capitalized terms used
but not defined herein have the meanings assigned to them by the NAI Code of Conduct. See generally id. § I.
41d. §11.B.

> Id. §11.D.2.

6 See NETWORK ADVERTISING INITIATIVE, 2020 ANNUAL REPORT (2020},
https://www.networkadvertising.org/sites/default/files/nai_annualreport-20_nolivetype_final.pdf; NETWORK
ADVERTISING INITIATIVE, 2019 ANNUAL REPORT (2019),
https://www.networkadvertising.org/sites/default/files/nai_annualreport_19 no-live_type_ final.pdf.

7 See CAL. Civ. CODE § 1798.199.40(i).
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Data Risk Assessments

First, in seeking to harmonize risk assessment requirements with other state laws, the Agency should
identify a consistent set of criteria for assessments to provide for the performance of a single
assessment by businesses. The Agency should maintain a clear emphasis on processing that presents a
heightened risk of harm to consumers. The new laws in Colorado and Virginia are largely consistent in
their identification of activities requiring the performance of a risk assessment, so aligning with these
two laws would not only be a practical step, but also a relatively efficient process. Similarly, Europe’s
GDPR requires the performance of data protection impact assessments (DPIAs) for data processing that
“is likely to result in a high risk to the rights and freedoms of natural persons.”® The law sets out three
categories in which DPIAs are always required: systematic and extensive profiling with significant
effects, processing of sensitive data on a large scale, and systematic monitoring of public areas on a
large scale.’

Second, while the CPRA makes references to submission of risk assessments on a regular basis, the NAI
recommends that the Agency clarify the requirement for performance of annual risk assessments, and
allow the Agency to request risk assessments when they are relevant to an investigation or inquiry. This
approach would conform with Virginia’s privacy law, which provides for submission to the Attorney
General upon request when there is an ongoing investigation of a business, and the assessment is
relevant to that investigation.'® This is also consistent with the approach taken under the GDPR, where
businesses are required to conduct data impact assessments and to make these records available to a
European data protection authority in the event of an audit or investigation arising from the controller’s
use of the data.' Importantly, it helps the Agency balance its resources more effectively by not creating
an unnecessary overburden through an automatic production without cause.

Third, while the CPRA appropriately requires businesses to conduct risk assessments only after the law
comes into effect on July 1, 2023, the Act does not explicitly clarify that data in a businesses’ possession
prior to the effective date would also not be subject to risk assessments moving forward. We therefore
ask that the CPRA regulations clarify by adopting language consistent with the Colorado Privacy Act
(“CPA”), which explicitly clarifies the application of the requirement to personal data that a business
“acquired on or after” the CPA’s effective date.'? This approach is clear and efficient, providing

8 “Art. 35 GDPR - Data Protection Impact Assessment.” GDPR.eu, 23 July 2020, https://gdpr.eu/article-35-impact-
assessment/.

9 “When Is a Data Protection Impact Assessment (DPIA) Required?” European Commission - European Commission,
18 Dec. 2019, https://ec.europa.eu/info/law/law-topic/data-protection/reform/rules-business-and-
organisations/obligations/when-data-protection-impact-assessment-dpia-required_en.

10 See VVa. CoDE ANN. § 59.1-576 (2021). “The Attorney General may request, pursuant to a civil investigative
demand, that a controller disclose any data protection assessment that is relevant to an investigation conducted
by the Attorney General, and the controller shall make the data protection assessment available to the Attorney
General. The Attorney General may evaluate the data protection assessment for compliance with the
responsibilities set forth in § 59.1-574.” Id.

' Gov'toF [R., GUIDANCE NOTE: GUIDE TO DATA PROTECTION [MPACT ASSESSMENTS (DPIAS) {2019),
https://www.dataprotection.ie/sites/default/files/uploads/2019-
10/Guide%20to%20Data%20Protection%20Impact%20Assessments%20%28DPIAs%29 Oct19 0.pdf at 17.

12 coL0. Rev. STAT. § 6-1-1309 (2021).
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businesses the opportunity to establish forward-looking assessments and have greater confidence in
their compliance efforts.

Finally, the assessments should be confidential, and the rules should recognize that privileged
information or trade secrets will be redacted. This presents a practical approach to help companies
maintain confidentiality of business practices.

Cybersecurity Audits

The CPRA implementing regulations should clarify that businesses are required to conduct cybersecurity
audits on an annual basis, and they should establish clear requirements for retention of audit records.
The requirement for cybersecurity audits should maintain a risk-based approach, where businesses can
certify that they have implemented and adhere to policies and procedures designed to identify types of
personal information and processing practices that present the greatest risk for the consumer’s privacy
or security. It should be a priority for the Agency to maintain consistency with existing security
requirements and practices in California law,*® as well as those promoted by the FTC, and requirements
recently enacted in other state privacy laws.

The NAI recommends that the regulations align with current California law, enabling business to utilize
existing certifications, such as the [SO 27000 series certification and those that leverage the NIST
Cybersecurity Framework. Companies should retain the ability to develop and conduct their own
internal cybersecurity program and engage third-party auditors. The Agency can also look to the
programs established in cases where audits are required pursuant to consent decrees established by the
FTC. Finally, businesses should retain the ability to either select independent third-party auditors of their
choice in accordance with a set of qualifications established by the Agency or to conduct internal audits
provided there are policies and other safeguards in place to ensure independence. On the latter point,
California law already contemplates the ability of companies to conduct independent yet internal audits
in the insurance context.™

1. Audits Performed by the Agency

The CPRA grants audit authority to the Agency, but it does not provide significant direction regarding the
performance of audits. The NA] encourages the Agency to develop implementing regulations that
provide an audit performed by the Agency must be triggered by evidence that a business has violated
substantive provisions of the CPRA, creating either harm or a substantial risk of harm to consumers. The
Agency should also confirm that its audit authority is separate and distinct from its enforcement
authority for CPRA enforcement actions. Finally, the regulations should also require a majority of Agency
members to vote in favor of an audit and to issue a resolution that cites the relevant evidence and
defines the scope of the audit. The scope should be limited to addressing practices directly related to
the misuse of personal information that necessitated the audit. Alternatively, the Agency might follow
the lead of the Federal Trade Commission and require audits to be performed after an enforcement
action against a business has been completed. The NAI urges the Agency to ensure that any audits
required under the law are protected by strict confidentiality provisions that prevent disclosure to or
use by third parties.

13 See CaL. Civ. CoDE § 1798.81.5 (2021).
14 See CaL. INs. CoDE § 900.3 (2021).
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1. Consumers’ Rights to Opt-Out of the Selling or Sharing of Their Personal Information and to
Limit the Use and Disclosure of their Sensitive Personal Information

The NAI has a long history of promoting consumers’ ability to exercise choice over uses of their data for
digital advertising. Enabling consumers to express their preferences and exercise control through easy-
to-use choice mechanisms is a foundational element of tailored advertising that we have championed
for decades.

In crafting the provision regarding opt-out preference signals, the authors of the CPRA provided
explicitly the option for businesses to have a choice whether to honor these signals, or to instead offer
consumers the ability to opt-out through a link on their website or digital property.™ In the case of
relying on links to opt out, consumers determine on a case-by-case basis which businesses they will
allow to sell or share their personal information. In the case of opt-out preference signals, users can set
their preference to be applied across all businesses they interact with, for instance through a browser
signal transmitting a consumer’s preference across all websites that they don’t want their personal
information to be shared or sold.

Despite this flexibility created by the CPRA, we expect that many companies will elect to honor both
approaches to maximize consumer choices about their data, and to minimize confusion for consumers
who elect to activate opt-out preference signals. However, if technology companies who serve as
intermediaries through which consumers access internet-based products and services seek to make
decisions about selling and sharing personal information on behalf of consumers by using default-on
settings, businesses will doubt the integrity of these signals as an expression of a genuine consumer
choice. The regulations can play a valuable role in encouraging businesses to honor opt-out preference
signals by ensuring that they reflect actual consumer choices.

To that end, the CPRA places specific parameters around the Agency’s promulgation of such rules.
Namely, the opt-out signal or mechanism must “ensure that the manufacturer of a platform or browser
or device that sends the opt-out preference signal cannot unfairly disadvantage another business.”®
According to the CPRA, the Agency must also ensure such opt-out preference signals or controls “clearly
represent a consumer’s intent and [are] free of defaults constraining or presupposing such intent.”?’

We urge the Agency to develop regulations that reflect these important priorities established by the
CPRA to ensure consumer choices are genuine, that opt-out preference signal regulations do not favor
certain businesses over others, remove businesses’ ability to communicate the consequences of opt out
choices to consumers, or stand in the way of true and informed consumer choices. Alsg, the regulations
should recognize that in many cases, an opt-out preference signal should only apply to a specific

15 According to the CPRA, businesses “may elect” to either “(a)... [p]rovide a clear and conspicuous link on the
business’s internet homepage(s) titled ‘Do Not Sell or Share My Personal Information™ or (b) allow consumers to
“opt-out of the sale or sharing of their personal information... through an opt-out preference signal sent with the
consumer’s consent by a platform, technology, or mechanism, based on technical specifications to be set forth in
regulations[.]” The CPRA makes this business choice explicitly clear by stating: “A business that complies with
subdivision (a) of this Section is not required to comply with subdivision (b). For the purposes of clarity, a
business may elect whether to comply with subdivision (a) or (b).” /d. § 1798.135(a)-(b) (emphasis added).

16 /4. at § 1798.185(19)(A)(i) (emphasis added).

71d. at § 1798.185(19)(A)(iii) (emphasis added).
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browser, device or platform from which the signal is sent. This would be applicable in cases where the
entity sending the signal is not known by the business receiving the signal, rather only a pseudonymous
identifier is used by the business to identify a consumer, and the business does not take steps to
associate that identifier with the specific consumer. Finally, the regulations should recognize that opt-
out preference signals will in some cases present conflicting preferences by a consumer who has
otherwise agreed to the business selling or sharing their data, and they should provide guidance that
retains flexibility for businesses to resolve these discrepancies.

v. Consumers’ Rights to Limit the Use and Disclosure of Sensitive Personal Information

For many years, the NAI has set the highest industry standard for defining sensitive data categories, and
for requiring opt-in consent for the use of such data for advertising and marketing purposes. For
instance, our definition has long included mental health and sexual orientation, even before European
policymakers adopted a broad definition of sensitive personal information--referred to as special
category data--under the GDPR. We recently further expanded the scope of sensitive data with the
adoption of our 2020 Code of Conduct to also include new types of data that are increasingly being
collected through mobile phones and connected devices, such as sensor data, and personal directory
data that consumers enter or compile on their own devices. For all of this data, NAl member companies
and their partners are required to obtain opt-in consent with clear and conspicuous notice about the
sharing and use of this data for advertising and marketing purposes.

While the NAI definition of sensitive data closely aligns with the definition established by the CPRA,
there are some categories of data where we diverge, notably regarding the inclusion of data that reveals
a consumer’s racial or ethnic origin, religious or philosophical beliefs, or union membership. We
recognize and agree that many consumers have increased sensitivity around these data types, and that
they present an increased likelihood of leading to disparate outcomes, particularly when processed for
eligibility determinations. For that reason, the NAI prohibits the use of any data collected for advertising
and marketing to be used for eligibility determinations. This approach preserves the ability of companies
to tailor advertising based on these categories, but it mitigates the potential for harmful outcomes
through these practices.

Indeed, there are many cases where these data types are utilized to reach at-risk communities and
promote products and services that are beneficial to these populations. Most recently, tailored
advertising was effectively deployed by health organizations to reach at-risk populations and educate
them about the value of COVID vaccines.'® Advertising for educational institutions and services is
another key area where identification of these data types can have beneficial outcomes, such as
promoting racial or ethnic diversity.

The NAI strongly shares the objectives of the CPRA to increase consumers’ control over the use of their
sensitive data, and more importantly to mitigate harmful outcomes around the processing of these data
types. However, we encourage the Agency to also be mindful of the beneficial uses of this data, and to
craft rules that do not unnecessarily limit opportunities presented by tailored advertising. As currently
drafted, the CPRA definition of sensitive personal information is unclear as to the application of
inferences. The NAI believes that this category should include data which is used to make such specific

18 Dan Diamond, /t’s Up to You: Ad Campaign to Encourage Coronavirus Vaccinations Get Underway, THE
WASHINGTON PosT, (Feb. 25, 2021), https://www.washingtonpost.com/health/2021/02/25/covid-vaccine-ad-
council/.
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inferences, not that which merely could be used. This latter approach would encompass a much broader
set of data, and it would alter the objectives and construct of the bill, which appropriately provides for
different treatment of a narrower set of data categories.

With respect to the treatment of inferences, the guidance provided by the UK Information
Commissioner’s Office (ICO) regarding special category data, as defined consistently under the GDPR,
establishes the following intent standard that could be applied effectively for the CPRA.

“It may be possible to infer or guess details about someone which fall within the special
categories of data. Whether or not this counts as special category data ... depends on how
certain that inference is, and whether you are deliberately drawing that inference.”*®

Advertising and marketing to individuals who have similar shopping and lifestyle interests could reveal,
for instance, a similar race or ethnicity, but if those are neither declared by a user, nor intentionally
inferred by a business to reach members of the population, the data should not be treated as sensitive
data. The same guidance contains an example referring to collection of surnames and images relating to
inferences and educated guesses based on those data categories, noting that if used for profiling it
would likely constitute special category data.?’ Therefore, a practical interpretation for the CPRA would
be to require opt-outs of selling and sharing sensitive personal information to profiling and targeted
advertising practices that deliberately seek to target sensitive information categories, rather than
merely those that could have the effect of disproportionately reaching individuals in these categories
unknowingly. After all, [arge data sets can be processed in different ways, either seeking to reveal or
target certain categories of individuals, to avoid drawing those specific inferences, or even with the goal
of avoiding unintended disparate outcomes of the data processing. The regulations should therefore
clarify this distinction, with the goal of incentivizing processing that avoids the use of sensitive data or
making inferences about sensitive data categories, while still enabling uses of the data that can be
beneficial to consumers and to businesses.

For example, in our Guidance for NAl Members: Health Audience Segments, the NAI distinguished
between companies inferring that a consumer may have a certain health condition, a practice which
requires a consumer’s express consent, and generalized demographic targeting based on such
demographic factors as age and gender to select the decile of the population that is most likely to be
affected by a condition.?! This approach was designed to balance the objective of reaching populations
with valuable advertising and information, against potential privacy risks.

Taken in the context of the CPRA, the law’s various provisions combine to enable privacy risk analysis
and increase privacy protections for consumers, even when consumers do not exercise their right to
limit the use and disclosure of their sensitive personal information. That is, the requirements for
businesses to conduct data privacy risk assessments is crucial in helping to identify cases of processing
personal information, even in the absence of sensitive personal information, that pose a heightened risk

19 What is special category data?, INFORMATION COMMISSIONER’S OFFICE, GUIDE TO THE GENERAL DATA PROTECTION
REGULATION, {emphasis added) https://ico.org.uk/for-organisations/guide-to-data-protection/guide-to-the-general-
data-protection-regulation-gdpr/special-category-data/what-is-special-category-data/#scd7.
20

Id.

2l gee generally Guidance for NAl Members: Health Segment Audiences, NETWORK ADVERTISING INITIATIVE (2020),
https://thenai.org/wp-content/uploads/2021/07/nai_healthtargeting2020.pdf.
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Despite the leadership of the NAI and other self-regulatory efforts across the digital advertising industry,
consumers are all too often subject to deceptive and unfair practices around data collection. As a result,
we are currently placing even greater emphasis on our efforts to educate businesses and discourage
these practices. To that end, we are developing more detailed recommendations that draw from the
ongoing discussions at the FTC, as well as CCPA and CPRA requirements, and perspectives from other
key stakeholders.

At the same time, California regulators and other policymakers are right to focus specifically on
enforcing against deceptive and unfair practices associated with consumer data collection. The CPRA,
and the preceding regulations pursuant to the CCPA, define dark patterns as a user interface designed or
manipulated with the substantial effect of subverting or impairing user autonomy, decision-making, or
choice.?® With respect to consumer requests to opt out of the sale of their personal information as
authorized under California law, the California Office of the Attorney General (“OAG”) has directed
through regulations that businesses must make the process easy for consumers to execute and must
follow a minimal number of steps.?” Moreover, a business must not use a method “designed with the
purpose or [having] the substantial effect of subverting or impairing” the consumer’s choice.”®

The NAI concurs with the scoping of this definition, and we share the goal of maintaining user autonomy
over their own decisions about the use of their data, in this case pertaining to the sale or sharing of their
data by each business with which they interact. Notices and choice interfaces that are presented to
consumers should be clear, meaningful, and free from deceptive practices that manipulate consumers
into making certain decisions. At the same time, businesses should retain the flexibility to present user
information, choices, and notices to consumers in ways that are practical for each particular business,
and the consumer, to facilitate informed choices about whether their data may be sold by a business, as
long as these practices don’t amount to deception or tricks, and that user autonomy is not undermined.
To achieve this important balance, the NAI offers the following recommendations for the Agency.

The Agency should clarify current CCPA regulations to ensure that businesses can perform consumer
education and communicate effectively with their consumers.

Under the current proposed regulations, a business may not require consumers to click through or listen
to reasons why they should not submit a request to opt out before confirming their request.?® The NAI
concurs with the objectives of this regulation: a consumer should not be forced to unreasonably click
through a lengthy list of reasons that unnecessarily hinders their ability to submit their request to opt
out. However, this should not prohibit businesses from providing concise meaningful and truthful
notices or disclosures that inform users about their decisions, including informing users about the
potential harms related to an opt out, as long as these are truthful and do not obstruct a consumer’s
intentions to opt out. Additionally, as various states enact differing opt-out requirements, it could be a
necessary service to consumers for businesses to explain differences in these requirements.

For example, prior to the delivery of a privacy-related permission request, a business could reasonably
provide a concise explanation of the types of sales or sharing that it engages in, and notify its consumers
that it relies on the use of this data to monetize free or low-cost products and services. As long as this is

26 CaL. Civ. CoDE § 1798.140(1) (2021).
27 CaL. CoDE REGS. tit. 11, § 999.315(h) (2021).
28
Id.
29 CaL. CoDE REGS. tit. 11, § 999.315(h)(3) (2021).
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misrepresentation to be material, it must be one that is likely to affect a consumer’s choice or conduct
regarding a product.?®

These are practices and regulations businesses in California—and the entire United States—have been
adhering to for decades. Businesses are familiar with the requirements and have modeled their best
practices around them. Importantly, in recent years the FTC has considered dark patterns to be an
example of a deceptive act or practice and have been pursuing enforcement actions accordingly.>® By
following the FTC's standards, the Agency can ensure its regulations are consistent with federal law.

VL. Updates or additions, if any, that should be made to the categories of “personal information”
given in the law.

There is broad agreement around the inclusion of an internet protocol address (IP address) as a data
type that could be considered personal information. The CPRA definition of personal information
includes persistent identifies such as an [P address, but only if it “identifies, relates to, describes, is
reasonably capable of being associated with, or could reasonably be linked, directly or indirectly, with a
particular consumer or household.” This definition aligns generally with the conclusion reached by the
FTC dating back to their 2012 Privacy Report, which also focused on the ability to link these to specific
individuals.

While it is true that in many cases businesses can and do associate IP addresses with specific individuals
or households, many fundamental uses of IP are not related to identifying a specific individual or
household, such as monitoring website traffic, identifying a general location of a consumer, such as the
state in which they live, and even deterring malicious activity. Additionally, many IP addresses do not
function at a personal or household level, rather they are associated with businesses or even
communities, such as in the case of public Wifi networks. [P addresses can therefore be used for many
practical purposes without creating privacy risks, particularly when combined with additional privacy-
protective tools and policies, such as anonymization, encryption, and restricted forms of access. In
recognition of this, the February 2020 modified proposed regulations, the California Attorney General
added an example stating that “if a business collects the IP addresses of visitors to its website but does
not link the IP address to any particular consumer or household, and could not reasonably link the IP
address with a particular consumer or household, then the IP address would not be ‘personal
information.””%’

Unfortunately, the final CCPA regulation removed this helpful language. The NAl recommends that the
Agency restore the example and clarify that [P addresses, when used with appropriate practices and
controls, cannot be reasonably linked to a particular consumer or household.

3 1d.
36 See, e.g., In re Zoom, Inc., F.T.C. No. C-4731 {2021) (complaint).
37 CaL. CopE ReGs. tit. 11, § 999.302(a) (2021).
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Vil Agency Enforcement

The NAI offers the following recommendations regarding the Agency’s enforcement of the
CPRA.

Delay enforcement sufficient to provide business compliance following adoption of final
regulations

The CPRA empowers the agency to begin enforcement in January 2023, a date that is now
less than 14 months away. While it was the goal of the CPRA for enforcement to begin on
this date, the legislation underestimated the task of establishing a new Agency, and the
process for development and finalization of implementing regulations. The NAI recognizes
the need for timely enforcement, but it is also imperative that businesses be given sufficient
time to update their policies and practices to comply with the regulation. We therefore
request that the Agency provide a delay in enforcement as necessary, or exercise leniency in
enforcement for an appropriate period of time to provide for a reasonable duration for
businesses to come into compliance.

Maintain 30-day cure period for businesses first offense when demonstrating reasonable
efforts to comply

The CPRA presents many significant updates and changes from the CCPA, and pending
regulations are expected to also provide new direction for businesses across a wide range of
processing consumers’ personal information. The mandatory cure period established by the
CCPA was removed from the statute to address concerns that companies would wait to
comply with key requirements of the CCPA until they received a warning, and to take the
opportunity to comply only after being called out by Californian regulators. While the NAI
concurs that this is an outcome that should be discouraged, a cure period provides a valuable
tool for companies seeking to comply, enabling well-intentioned companies from being
penalized.

Although the CPRA removes the requirement for a “30-day cure period,” the Agency
maintains the ability to utilize its discretion to apply this approach in cases it deems
appropriate, such as cases where companies are demonstrating a good-faith effort to comply
with the law, and where reasonable measures could bring that company into compliance
quickly. The goal of the CPRA, and all data privacy and security laws and regulations, is to
enhance privacy and security for consumers. The NAl therefore recommends that the Agency
retain the use of a 30-day cure period for first-time enforcement with a particular business,
particularly in cases where the business has demonstrated a reasonable attempt to comply
with the CPRA and implementing regulations and is not a repeat offender.
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Current CCPA regulations require businesses to treat user-enabled global privacy controls, such browser plug-
ins or privacy settings, as valid requests to opt out of the sale of information to third parties.'[!! Critically, this is
independent of the requirement that businesses include a prominently placed link on their webpage that reads,
“Do Not Sell My Personal Information” so that consumers may easily exercise their privacy choices.?! While
the CPRA could be read to make this protective requirement optional®®! we strongly recommend preserving
both mechanisms for consumers to opt out. Allowing companies to decide which consumer choices to honor
would, in addition to directly contravening the Findings and Declarations, and Purposes and Intent of the
CPRA,*"I negatively impact consumer privacy protections and reduce the effectiveness of the CCPA.

The existence of the “Do Not Sell My Personal Information” link conveys to a concerned consumer — and to
watchdog organizations like the undersigned — essential information regarding a business’s privacy practices
and its likely level of compliance with the CCPA. Put simply, both consumers and watchdogs can tell, merely
by looking for a “Do Not Sell My Personal Information” Link, whether a company sells consumers’ personal
information under the law. This at-a-glance information helps inform consumer choices and enforcement
actions. Indeed, the existence or absence of the link is one of the most easily auditable requirements of the
CCPA. The office of the Attorney General, recognizing the value of such a clear indicator of compliance,
developed the Consumer Privacy Interactive Tool to allow consumers to easily report obviously non-compliant
businesses.’™) Among the 27 CCPA enforcement actions the Office of the Attorney General has spoken about
publicly, nearly 30% (8 of the 27) included violations of the requirement to include a “Do Not Sell My Personal
Information” link.5®!

The CCPA requires consumers exercise their rights individually on a business-by-business basis — an onerous
task made only somewhat less burdensome by the “Do Not Sell My Personal Information™ link and the
acceptance of user-enabled global privacy controls. Unsurprisingly, research suggests that consumers are
already having difficulty exercising their privacy choices under the CCPA. A Consumer Reports study in 2020
attempted to act as an intermediary between 124 consumers in California and 21 large companies that deal in
personal information — and found barriers to exercising those choices with almost all 21 companies.””] As part
of reporting on the study, Consumer Reports spoke to Joshua Browder, founder of DoNotPay, a company that
has been trying to act as an authorized agent for Californians exercising CCPA rights. According to Joshua,
“It’s been a huge challenge. . . Every day it’s like an arms race.”®®] The CCPA’s requirement that large
businesses share annual metrics about consumer requests received, denied and complied with (in whole and in
part)’®! further illustrates that consumers are, for the most part, unaware of their CCPA rights. Equifax, one of
the largest data brokers in the country, which exposed the information of 150 million Americans in 2017,
reported that only 623 consumers exercised their Right to Know, and 1,205 consumers exercised their Right to
Opt Out in 2020 (an estimated 0.0000015% of the total 800 million users that the business collects and
aggregates).!o10l

Consumers, in other words, need more help. The Agency should therefore ensure that implementing the CPRA
does not result in a rejection of the intent and purposes of the proposition: to strengthen privacy protections for




Californians and set a protective floor which cannot be eroded. Allowing a business to omit a “Do Not Sell My
Personal Information” link would do just that, resulting in CCPA opt-out options and other notices of privacy
choices being buried in a website’s privacy policy. It could also hamstring enforcement actions, leaving the
Agency unable to rely on watchdog organizations and consumer alerts made through the Consumer Privacy
Interactive Tool. Allowing a business to refuse a consumer’s opt-out request made through a user-enabled
global privacy control would erect yet another barrier to consumers exercising their privacy rights. As the rest
of the country looks on, the California Privacy Protection Agency’s first actions as enforcement authority
should not include substantially weakening Californians® existing privacy protections.

The Agency should require businesses to comply with clear, widely deploved opt-out controls.

In order to make opt-out signals as useful as possible to consumers, businesses should be required to comply
with opt-out technologies that are easy to use and widely deployed. Regulations should account for the different
contexts in which consumers interact with businesses.

On the Web, the Global Privacy Control (GPC)'''!} is specifically designed to convey a user’s intent to opt out
of sharing and sale, and it has achieved widespread adoption, including endorsement from the California
Attorney General.!?"?! Technically, it is a simple HTTP header that can be appended to every request that a
device makes. It is simple for both client-side software and businesses to implement, and it works whether a
user is logged in to a service or interacting with a website anonymously. Businesses should be required to treat a
GPC=1 signal coming from a consumer as an opt out of sharing and sale.

Other contexts will require businesses to accept different kinds of opt-out controls. Consumers spend a
significant amount of time interacting with mobile phones, often via third-party apps, and the surveillance
business model in mobile apps works similarly to the way it does on the Web. Apps collect information about
their users, then disclose it to third-party advertisers and data brokers for monetization. However, users enjoy
less control over their experience on mobile devices than they do on the Web. Most major web browsers allow
users to install “extensions” which customize the way the browser works—for example, by adding a “GPC=1"
header to every outgoing request. This allows for rapid development and deployment of novel privacy-
preserving tools. But there is no comparable “extension” ecosystem on iOS and Android. For the most part,
users can only configure apps in ways that are explicitly allowed by developers of the apps or the operating
system itself.

Fortunately, there are existing operating system-level and application-level privacy controls on both iOS and
Android. These controls should be considered opt-out requests under CPRA whenever that is practical.

Android has a system-wide preference labeled “Opt out of Ads Personalization,” which users can choose to
enable in their settings. Apps installed on a user’s phone can access that user’s opt-out preference with a simple
query. This setting is described as follows: “Instruct apps not to use your advertising ID to build profiles or
show you personalized ads.” Android terms restrict how developers can use other persistent identifiers, like
IMEI number, and bar developers from selling personal data at all.'*!'*! Therefore, a consumer choosing to “opt
out of ads personalization” is led to believe that the setting will prohibit any sale, or sharing for the purpose of
advertising profiling, of their personally-identifiable information. Businesses should respect this signal as a
clear opt out of sharing and sale.




Similarly, on i0OS, Apple requires apps to ask permission to “track” users before accessing device identifiers,

and app store policy prohibits apps from tracking users in other ways without receiving such permission.'#!1l

Therefore, a user’s refusal to grant an app permission to “track’ them should be interpreted as a request to opt
out of sharing and sale under CPRA.

The Agency should not require opt-out signals to be designed specifically for CPRA compliance.

The Agency should require businesses to comply with any privacy signals that a user reasonably believes to be
an expression of their intent to opt out. We continue to oppose the text of the final CCPA regulations at Section
315(d)(1): “Any privacy control developed in accordance with these regulations shall clearly communicate or
signal that a consumer intends to opt-out of the sale of personal information.” As we’ve explained, many users
already enable privacy controls which convey their desire for protections equivalent to, or stronger than, the
opt-out rights granted by CPRA. If the Agency requires each valid opt-out signal to be molded around the exact
language present in CPRA, it will lead to a confusing, fractured set of competing technical standards that all
convey more-or-less the same thing.

For both the opt out of sharing and sale, and the opt out of use of sensitive personal information, businesses
should accept any signal that is widely adopted and that indicates a consumer’s desire to exercise rights which
are equivalent to, or encompass, their CPRA rights. Businesses should not be able to ignore signals which do
not precisely match the language of the statute. For example, a signal which specifies that a user wants to opt
out of “tracking” or “profiling” should be interpreted as an expression of their intent to opt out of sharing and
sale as well.

Rather than require operating system developers to create new, distinct tools to help users opt out of sharing,
sale, and secondary use, the Agency should prefer to encourage businesses to respect existing, widely-deployed
privacy controls. Users should not be forced to toggle several different settings on each device they own in
order to protect their personal information.

Regulations should minimize consumer confusion and ensure that businesses process opt-out signals in a
transparent way

We strongly support the inclusion of user-enabled global privacy controls in the CCPA regulations and CPRA
ballot initiative. Ensuring that consumers can easily and effectively communicate their privacy choices is
enshrined in the intents and purposes of the CPRA. Those purposes rightly stress the importance of consumer
control, the ability to opt out of the sale of information to third parties, and specifically references the ability to
make privacy choices through authorized agents, as well as browser and device settings and signals. !>l
Unfortunately, the current implementation threatens to leave consumers with a mistaken impression of how
effectively they have controlled their personal information — and we encourage the Agency to address this
confusion in implementing CPRA regulations.

CCPA regulations require that a business treat user-enabled global privacy controls as an opt-out request for
that device or, if known, for the consumer submitting the request.'!!%! For consumers interacting with a
business’s website without a logged-in experience or a direct connection with the business, user-enabled
privacy controls might only apply to the device or browser that consumer was using at the time, and not to the




whole body of personal information that the business may possess about the consumer. To be clear, user-
enabled privacy controls should always be accepted as an opt-out request, and businesses should treat these
controls as opt-out requests for the device or browser when the individual consumer is not known. Our concern
lies with consumers who may be relying on the belief that a device-level privacy setting has effectively
communicated an opt-out request for all of their personal information.

Such a consumer would, upon visiting a business’s website with a browser setting configured, be given no
indication that a GPC signal was received, whether the business honors browser signals, or whether the opt-out
request has been interpreted as an opt out for the device or for them personally. This consumer, operating under
the belief that they have already opted out of the sale of their information to third parties, may not take
additional steps to exercise their opt-out rights under the law. They would not know to scour the business’s
privacy policy for CCPA information or attempt to submit a verified consumer request. This is also a problem
for watchdogs trying to hold businesses to account: if a business does not indicate what kind of signals it
accepts, or how it processes those signals, it is hard to verify that the business is properly complying with
CPRA.

At the very least, businesses should include information in their privacy policies about which privacy settings,
controls, and signals they accept, and how those technical opt-out mechanisms are applied. For example, a
business which accepts GPC via a website should indicate both how it interprets the GPC signal (as an opt out
of sharing/sale, opt out of processing sensitive personal information, or both) and how far that signal extends
(whether the business attempts to apply it to a specific user’s account, to a specific browser, or only to the
interaction in which the signal is received).

Furthermore, it would be extremely helpful for consumers to receive active feedback from a business when the
business successfully processes an opt-out setting or signal. The CPRA requires implementing regulations not
mandate a “notification or pop-up in responses to the consumer’s opt-out preferences signal,”!”(!”) which is
important to prevent businesses from degrading the experience of consumers who do use such signals.
However, the absence of any kind of visual signifier or feedback from the business could make it difficult for
consumers to “set and forget” a control like GPC and trust that it will serve as an effective communicator of
their privacy preferences.

We request the Agency explore additional methods by which consumers could be informed as to the
effectiveness of their choices exercised through global settings or opt-out signals. Rather than a pop-up
notification, this could be in the form of a flag or label, unobtrusively located near the “Do Not Sell My
Personal Information™ link, or could be communicated back to the user’s browser or device in some form.
Another possibility is described in the draft GPC specification, which provides a way for websites that comply
with GPC to communicate that fact by posting data at a “well known” URL. The data hosted at the URL allows
browser extensions and similar tools to automatically audit a business’s compliance with GPC.!88l

Additionally, we recommend that the annual reporting requirements for large businesses be expanded to include
a delineation in reported opt-out requests made through browser signals which were interpreted as requests
made by the consumer, opt-out requests made through browser signals which were interpreted as requests made
by the device or browser, and opt-out requests made through alternative mechanisms.
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effectively they have controlled their personal information — and we encourage the Agency to
address this confusion in implementing CPRA regulations.

CCPA regulations require that a business treat user-enabled global privacy controls as an
opt-out request for that device or, if known, for the consumer submitting the request.'® For
consumers interacting with a business’s website without a logged-in experience or a direct
connection with the business, user-enabled privacy controls might only apply to the device or
browser that consumer was using at the time, and not to the whole body of personal information
that the business may possess about the consumer. To be clear, user-enabled privacy controls
should always be accepted as an opt-out request, and businesses should treat these controls as
opt-out requests for the device or browser when the individual consumer is not known. Our
concern lies with consumers who may be relying on the belief that a device-level privacy setting
has effectively communicated an opt-out request for all of their personal information.

Such a consumer would, upon visiting a business’s website with a browser setting
configured, be given no indication that a GPC signal was received, whether the business honors
browser signals, or whether the opt-out request has been interpreted as an opt out for the device
or for them personally. This consumer, operating under the belief that they have already opted
out of the sale of their information to third parties, may not take additional steps to exercise their
opt-out rights under the law. They would not know to scour the business’s privacy policy for
CCPA information or attempt to submit a verified consumer request. This is also a problem for
watchdogs trying to hold businesses to account: if a business does not indicate what kind of
signals it accepts, or how it processes those signals, it is hard to verify that the business is
properly complying with CPRA.

At the very least, businesses should include information in their privacy policies about
which privacy settings, controls, and signals they accept, and how those technical opt-out
mechanisms are applied. For example, a business which accepts GPC via a website should
indicate both how it interprets the GPC signal (as an opt out of sharing/sale, opt out of processing
sensitive personal information, or both) and how far that signal extends (whether the business
attempts to apply it to a specific user’s account, to a specific browser, or only to the interaction in
which the signal is received).

Furthermore, it would be extremely helpful for consumers to receive active feedback
from a business when the business successfully processes an opt-out setting or signal. The CPRA
requires implementing regulations not mandate a “notification or pop-up in responses to the
consumer’s opt-out preferences signal,”!” which is important to prevent businesses from
degrading the experience of consumers who do use such signals. However, the absence of any
kind of visual signifier or feedback from the business could make it difficult for consumers to

611 CA ADC § 999.315(C)
17 Cal Civil Code § 1798.185(a)(20)(B)(v)
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THE CALIFORNIA PRIVACY PROTECTION AGENCY’S
AUTHORITY TO SOLICIT COMMENTS

This Comment including the Issue is submitted under the CPRA.® On September 22, 2021,
the CalPPA invited preliminary comments on proposed rulemaking under the CPRA.” The
writers present this Issue in response to that invitation.

We are attorneys who advise database and software companies on issues including the Issue
presented herein, and we, therefore, have a legitimate business interest in seeking and obtaining
clarity on the legality of Direct Data Extraction, which impacts these industries. Previously, we
have, on behalf of clients, requested guidance from the Office of Attorney General (“OAG”) on
the Issue, understanding that the OAG would provide guidance on such pressing questions as
provided under the CCPA itself (Cal. Civ. Code, § 1798.155). But the OAG responded in writing
that they are not actually providing such guidance, although the law provides for it.

In the absence of guidance from the OAG under the outgoing law, now more than ever,
database businesses need clarity from the new commission’s rulemaking to level the playing
field between those database and technology competitors are already engaging in these
questionable practices that may violate the CPRA, and those who have, in light of the Issue
under the CCPA and the upcoming CPRA, refrained from engaging in the practices described
herein.

PRACTICES FOR WHICH RULEMAKING IS SOUGHT

We seek guidance or rulemaking from the CalPPA on whether database and software
companies may, without violating the CPRA, engage in the following three methods for
collecting personal information about Consumers:

e “Email Scraping,” meaning collecting personal information from private emails sent
by Consumers to persons working at customers of database companies;

¢ “CRM Scraping,” meaning collecting personal information received from Consumer
communications into Customer Relationship Management (“CRM”) systems, such as
Salesforce.com; and

o “List Scraping,” meaning collecting personal information from lists of data submitted
by businesses to database companies for the purpose of matching or validating their
personal information and other data,

(the practices collectively referred to as “Direct Data Extraction”).

Direct Data Extraction practices are used by certain database companies to extract data in
real-time directly from ordinary emails and other communications sent by unaware Consumers to

6 Cal. Civ. Code, § 1798.100 — 1798.199.

7 See California Privacy Protection Agency. (2021). Invitation for Preliminary Comments on
Proposed Rulemaking Under the California Privacy Rights Act of 2020, Proceeding No. 01-21
(“CalPPA Invitation for Comments™).
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other parties. Such practices may drastically reduce the cost of collecting and verifying business
data in California, because they directly access communications sent by the Consumers without
first providing any notice to the Consumers that their information is being collected and later
sold. But there is a serious risk that these practices violate the CPRA, and specifically its
requirement that database companies inform Consumers “at or before the point of collection”
that their personal information is being collected, used, shared, and sold.

Appendix A shows profiles from the ZoomInfo database of professionals in occupations
that require maintaining confidentiality, like attorneys. One of them is Alicia Hancock, a Deputy
Attorney General litigation attorney right in California’s Office of the Attorney General, and her
profile, publicized by Zoomlnfo, is her personal cell phone number. See Appendix A, p.2.
Another of them is our colleague, attorney Tara Klamrowski. One day, Ms. Klamrowski sent an
email to a client including privileged information about the contents of client’s corporate minute
book. Of course, when she sent the e-mail, she had no way of knowing whether her client was a
Zoomlnfo subscriber. Moreover, her decision to send her client an email was not initiated by
any ZoomlInfo website or any disclosure to her that her client or ZoomInfo was collecting
personal information. But apparently, ZoomInfo scraped her e-mail harvesting not just her
name, title and phone number, but client confidential information. And they included the client
confidential information in their business database for sale. See Id., p.1.

We seek clarity from CalPPA on whether it is lawful for database companies to engage in
the Direct Data Extraction that companies such as ZoomInfo and Dun & Bradstreet are already

using.

DIRECT DATA EXTRACTION METHODS

The three Direct Data Extraction methods at issue here can generally be described as follows.

E-Muail Scraping

Software supplied by a database company (Company A), such as ZoomInfo or Dun &
Bradstreet, is inserted directly into the email system of its business customers (Company B).
The software works by monitoring emails sent into and out of email servers of Company B such
as Google’s Gmail, or Microsoft’s Outlook.com, or by installing plug-ins into the email server or
client applications such as Outlook on end user computers at Company B. Company A’s
computer programs attempt to scrape e-mail “signature” information (signature data) from
inbound e-mails, sent from unknowing Consumers in what they think are private or at least
personal one-on-one communications to Company B.

As intended, the computer software will retrieve what it has determined to be the Consumers’
“signature” data, comprising his or her name, address, phone number, email address, company
name, and title — the type of information certain database companies claim is typically found on
a “business card.” However, the software is not perfect, and can also scrape information that is
not part of an email “signature.” This may include content such as attorney-client privileged
communications, trade secrets, or phone numbers and email of top-level business executives, law
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enforcement officials, and government employees, all of which is highly-sensitive.® We have
located examples of such information in ZoomlInfo’s databases, and provide examples in
Appendix A.° But for the direct scraping of this type of information from emails, such
information would never be made available to the general public.

As noted, Company A’s scraping computer software operates behind-the-scenes where
Consumers are unaware that their email communications to an employee Company B could end
up in a third-party database for sale to the public. Further, in these circumstances, the
Consumers’ personal information is scraped and collected from the recipients’ email at Company
B, without any attempt to inform these Consumers at or before the point of collection. The
personal information of these Consumers is then included in a database and made available for
sale to the public by Company A, in widely-available products such as those offered by
ZoomlInfo and Dun & Bradstreet.

CRM Scraping

In addition to email, another source of personal information is customer relationship
management (“CRM”) environments. When a Consumer contacts Company B or its employees,
such as by email, webform, phone call or in-person, the Consumer’s personal information is
typically updated in Company B’s CRM system, such as Salesforce.

As with email, database companies (like Company A) integrate their tools into Salesforce, or
other CRM environments involving their business customers (Company B). This is ostensibly
done to add new sales prospects to Company A’s business data lists, or for Company B to
augment and validate its own database of Consumers’ personal information. However, as a
condition of receiving this service, Company B must also agree to give Company A access to all
of the personal information about Company B’s Consumers taken from Company B’s CRM
system, so that Company A can collect and add the information into its own commercial
databases for sale to the public. As with E-Mail Scraping as described above, all of this happens
without first providing any notice to Consumers.

List Scraping

List Scraping is similar to CRM Scraping, except that the business customers of Company B
send their business customer lists directly to the database companies (like Company A), rather
than Company A having access to Customer B’s CRM systems. Company A collects the
information sent by business customers of Company B into its commercial database to be offered
for sale to the public. As with E-Mail Scraping and CRM Scraping, Company A collects
personal information without first providing any notice to consumers.

8 The definition of “Sensitive Personal Information” under the CPRA includes, “[T]he contents
of'a consumer’s mail, email, and text messages unless the business is the intended recipient of
the communication.” §1798.140(ae)(1)(E).

? Appendix A hereto contains examples of highly-sensitive information found in the databases of
companies who practice Direct Data Extraction methods. These databases are made available for
sale to the public.
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The CPRA, of course, has no carve-out for business-card information,>! but instead defines
“personal information” broadly to mean “information that identifies, relates to, describes, is
reasonably capable of being associated with, or could reasonably be linked, directly or indirectly,
with a particular consumer or household.”*? This includes, but is not limited to, “a real name,
alias, postal address, unique personal identifier, online identifier, internet protocol address, email
address, account name, social security number, driver’s license number, passport number, or
other similar identifiers,” plus a person’s “telephone number.””*? “Personal information” even
includes “professional or employment-related information,” which includes precisely the kind of
professional and employment information that would ordinarily exist on a person’s business card
or email signature.** And Sensitive Personal information includes, “the contents of a consumer’s
mail, email, and text messages unless the business is the intended recipient of the
communication.”® Because this information is meant to be protected by the CPRA, we question
whether scraping so-called “business information™ is different from scraping “Personal
Information” as defined in § 1798.140(v)(1) of the CPRA.

Fourth, attempts to inform consumers after their data has already been collected seem to be
an attempt to un-ring the bell after the law has been violated. ZoomInfo engages in this practice,
as explained by its CEO, by sending notices to consumers after their personal information has
already been collected: “So at the end of Q4 in 2019 and into this month in January [2020], we
went out and we gave every California resident who we had collected information on notice that
we had collected their information....”*% ZoomInfo does not, for example, send Consumers an
immediate, automatic notice in response to an email the Consumer sends to an employee of
Company B, alerting the Consumer that it has collected, i.e., accessed, the Consumer’s personal
information.

ZoomlInfo’s practice of giving post-collection notice is also described on ZoomInfo’s
website, which states that they “collect” information in Step 2 but do not send notification until
Step 3°7:

31 In what appears to be an attempt to reassure the Consumer that it collects only “business
contact information,” ZoomInfo claims that they “filter out” personal email addresses, such as
those from “Gmail, Hotmail, Yahoo, etc.” However, we are not aware of a definitive or
generally accepted industry process, practice, or methodology to filter and separate personal
email addresses from business email addresses. A company may use a pre-compiled list of
major Consumer email providers for comparison, but this does not account for personal email
addresses outside of those major providers.

32 Cal. Civ. Code, § 1798.140(v).

3 1d. at § 1798.140(v)(1) (defining “Personal information”), and (aj) (defining “Unique Personal
Identifier”).

I

35 1d., §1798.140(ae)(1)(E).

36 See Id., minute 1:48.

37 See Exhibit J.
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FORM §-1
REGISTRATION STATEMENT
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If an emerging growth company, indicate by check mark if the registrant has elected not to use the extended transition period for complying with any new or revised financial accounting standards provided
pursuant to Section 7(a)}(2)(B) of the Securities Act. O

CALCULATION OF REGISTRATION FEE

Title of Each Class of Proposed Maximum Aggregate Amount of
Securities to be Registered Offering Price(1X?) Registration Fee
Class A Common Stock, par value $0.01 per share $500,000,000 $64,900
(1)  Estimatcd solely for the purposc of determining the amount of the registration fee in accordance with Rule 457(0) under the Sccuritics Act of 1933,
{2) Includes shares of Class A common stock that are subject to the underwriters’ option to purchase additional shares.

The Registrant hereby amends this Registration Statement on such date or dates as may be necessary to delay its effective date until the Registrant shall file a further amendment which specifically
states that this Registration Statement shall thereafter become effective in accordance with Section 8(a) of the Securities Act of 1933 or unfil this Registration Statement shall become effective on such date
as the Securities and Exchange Commission, acting pursuant to said Section 8(a), may determine.
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Our Data Sources
We have a number of data sources, including proprietary sources, that enrich our platform as detailed below.
Contributory Network

Our free users and many of our paying customers contribute data that enhances our platform. Many of our paying customers participate in our
contributory network to improve the quality of the data within their CRM and sales & marketing automation systems. Similarly, all of our free
Community Edition users participate in our contributory network to get access to data. Our contributory network captures data on over 50 million email
signatures, email deliverability and contact update records daily. We obtain email signatures, which are rich sources of data, through integrations with
email systems, and also obtain unattributed data through integrations with our customers’ CRM and sales & marketing automation systems. This gives
us visibility into hundreds of millions of confirmatory and disqualifying signals each month, allowing us to keep our data and our customers’ data
cleaned in real time and create accuracy scores for the content. In addition to enriching our existing data, these types of records often provide us with
additional data and actionable insights, such as professionals getting promoted, changing jobs or leaving companies.

Unstructured Public Information

Our patented and proprietary technologies extract and parse unstructured information found on webpages, newsfeeds, blogs, and other public
sources, and then match that information with entities that we have previously identified. The conversion of unstructured data to actionable insights at
massive scale is highly valuable to our customers. We monitor over 45 million web domains everyday.

Data Training Lab

We have developed hundreds of processes, largely automated, to gather information from sources, such as PBX directories, website traffic and
source code, and proprietary surveys. Our researchers develop proprictary libraries that map raw data points to additional information to generate useful
insights. For example, we enhance technology to gather a telephone number extension at a particular company and location by leveraging our library to
generate a full direct dial phone number, by appending the correct area code and prefix. Combining these libraries with the wealth of information we
gather from our contributory network and unstructured public and generally available information allows us to provide proprietary data points for
customers.

Generally Available Information

We purchase a limited amount of data from third-party vendors (e.g., other data brokers) to be used in our platform. Our technology typically adds
value to this data by combining it with our proprietary insights. In 2019, we spent less than $3 million on such data, with spend decreasing year over
year.

Benefits of Our Platform

+  Significant and Measurable Revenue Improvement. The highly accurate and deep intelligence on existing and prospective customers, coupled
with analytics and prioritization engines that we provide, increases revenue for our customers. Proving this to our customers is easy, because
we integrate with the systems that they use to attribute revenue at the end of each month, quarter, and year. In some cases, the return on
investment (“ROI”) that we generate can exceed 100 times the annual spend on the ZoomInfo platform. For example, a tier 1 global bank with
initial spend of approximately $17,000 in 2006, expanded to approximately 1,000 licenses and increased spend to approximately $1.45 million
annually as of December 31, 2019 after thirteen of their top users generated approximately $46 million in net new money in the first 12 months
of use. Similarly, a telecom giant that uses the ZoomlInfo platform to empower its salesforce with attribute insights had initial spend of
approximately $6,000 in 2017, grew to spend of approximately $1.1 million as of December 31, 2019 and used the ZoomInfo platform to drive
approximately $43 million in closed business attributable to ZoomInfo in 24 months.

*  Unmatched Accuracy, Depth, and Coverage of Data. We gather data from millions of sources to power our Al- and ML-driven platform. We
are able to provide a guarantee of 95%+ accuracy as a result of our focus
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Our ability to attract new customers and increase revenue from existing customers depends in large part on our ability to continually enhance and
improve our platform and the features, integrations, and capabilities we offer, and to introduce compelling new features, integrations, and capabilities
that reflect the changing nature of our market to maintain and improve the quality and value of our products and services, which depends on our ability
to continue investing in research and development and our successful execution and our efforts to improve and enhance our platform. The success of
any enhancement to our platform depends on several factors, including timely completion and delivery, competitive pricing, adequate quality testing,
integration with existing technologies, and overall market acceptance. Any new features, integrations, or capabilities that we develop may not be
introduced in a timely or cost-effective manner, may contain errors, failures, vulnerabilities, or bugs or may not achieve the market acceptance
necessary to generate significant revenue. If we are unable to successfully develop new features, integrations, and capabilities to enhance our platform
to meet the requirements of current and prospective customers or otherwise gain widespread market acceptance, our business, results of operations, and
financial condition would be harmed.

Moreover, our business is subscription-based, and therefore our customers are not obligated to and may not renew their subscriptions after their
existing subscriptions expire or may renew at a lower price, including if such customers choose to reduce their data access rights under their
subscription, reduce the products or services to which they have access, or reduce their number of users. Most of our subscriptions are sold for a one-
year term, though some organizations purchase a multi-year subscription plan. While many of our subscriptions provide for automatic renewal, our
customers may opt-out of automatic renewal and customers have no obligation to renew a subscription after the expiration of the term. Our customers
may or may not renew their subscriptions as a result of a number of factors, including their satisfaction or dissatisfaction with our products and services,
decreases in the number of users at the organization, our pricing or pricing structure, the pricing or capabilities of the products and services offered by
our competitors, the effects of economic conditions, or reductions in our paying customers’ spending levels. In addition, our customers may renew for
fewer subscriptions, renew for shorter contract lengths if they were previously on multi-year contracts, or switch to lower cost offerings of our products
and services. It is difficult to predict attrition rates given our varied customer base of enterprise, mid-market, and SMB customers. Our attrition rates
may increase or fluctuate as a result of a number of factors, including customer dissatisfaction with our services, customers’ spending levels, mix of
customer base, decreases in the number of users at our customers, competition, pricing increases, or changing or deteriorating general economic
conditions. If customers do not renew their subscriptions or renew on less favorable terms or fail to add more users, or if we fail to expand subscriptions
of existing customers, our revenue may decline or grow less quickly than anticipated, which would harm our business, results of operations, and
financial condition.

Additionally, some of our customers may have multiple subscription plans simultaneously. For example, large enterprises with distributed
procurement processes where different buyers, departments, or affiliates make their own purchasing decisions based on distinct product features or
separate budgets. Companies who are our existing customers may also acquire another organization that is already on our subscription plan or complete
a reorganization or spin-off transaction that results in an organization subscribing to multiple subscription plans. If organizations that subscribe to
multiple subscription plans decide not to consolidate all of their subscription plans or decide to downgrade to lower priced or free subscription plans,
our revenue may decline or grow less quickly than anticipated, which would harm our business, results of operations, and financial condition.

A slowdown or decline in participation in our contributory network and/or increase in the volume of opt-out requests from individuals with respect
to our collection of their data could lead to a deterioration in the depth, breadth, or accuracy of our data and have an adverse effect on our business,
results of operations, and financial condition.

We have a number of sources contributing to the depth, breadth, and accuracy of the data on our platform including our contributory network. All
of our free Community Edition users must participate in our contributory network to get access to data. Similarly, many of our paying customers
participate in our contributory network to improve the quality of the data within their CRM and similar systems. Community Edition users may cease to
participate in our contributory network after deciding not to renew our Community Edition version. Our paying customers, including those who have
migrated from the Community Edition, may elect not to participate for various reasons, including their sensitivity to sharing information within our
contributory network or their determination that the benefits from sharing do not outweigh the potential harm from sharing. If we are not able to attract
new participants or maintain existing participants in our contributory network, our ability to effectively gather new data and update and maintain the
accuracy of our database could be adversely affected. Additionally, CCPA and other legal and regulatory changes are making it easier for
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3/24/2021 Data Broker Registration for ZoomlInfo | State of California - Department of Justice - Office of the Attorney General
Additional information about data collecting practices:
Our data collection and management practices can be located here:

https://www.zoominfo.com/business/about-zoominfo/privacy-policy
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4/1/2021 Data Broker Registration for Dun & Bradstreet, Inc | State of California - Department of Justice - Office of the Attorney General

For additional information about our data collection practices, please see: * Our Privacy
Notice, available at: https://www.dnb.com/utility-pages/privacy-policy.html « The
California Resident section of our Privacy Notice, available at:
https://www.dnb.com/utility-pages/privacy-policy.html#title-twenty If you would like to
see the CCPA categories of information we collect, please look under the California
Resident section of our Privacy Notice for the text: “Please see below for the categories
of personal information about California consumers that we have collected, sold and
disclosed for a business purpose over the past 12 months.” And click on “Additional
Information”
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